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Retinal Image Enhancement by Intensity
Index Based Histogram Equalization
for Diabetic Retinopathy Screening

Arun Pradeep , X. Felix Joseph , and K. A. Sreeja

1 Introduction

Retinal exudates that can be visually identified as yellow flecks in fundus images
and is considered one of the symptoms arised due to Diabetic Retinopathy. These are
mainly due to leakage of lipids in the eyes from the damaged capillaries as shown
in Fig. 1. Diagnosis done at an earlier stage can control the degree of impairment
caused by leakage of lipids that can ultimately lead to loss of eyesight. Patient
friendly studies are centered on the accuracy of exudate detection from RGB fundus
images with the help of machine learning.

These images are captured using a fundus camera which may contain effects of
noise and uneven illumination and contrast. In order to filter out these undesired
effects, literature suggests that pre-processing and image enhancement should be
more focused before image segmentation and classification. The study presented by
[1] identifies retinal exudates established on spider monkey optimization using an
SMO-GBM classifier. Likewise, the image enhancement was done using contourlet
transform. The method proposed in [2] uses classification based on Top-k loss
method instead of Class Balance Entropy (CBCE) to reduce misclassification in
exudate detection.
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Fig. 1 Fundus image of
diabetic eye

The analysis in [3] proposes that Convolutional Neural Network (CNN) can
be utilized for a deep learning technique, for exudate detection, but the efficiency
is deprived when compared with Residual Network and Discriminative Restricted
Boltzmann machines. The color space used in our work is HSI instead of RGB,
which gives more attenuation to noise. This method is reiterated by the work
suggested by Khojasteh et al. [4] for exudate detection. Holistic texture features of
fundus images were extracted and trained to four different classifiers in the study [5]
conducted on a public database. Classification of hard exudates from soft exudate
using fuzzy logic was the area of interest in [6]. Segmentation of exudates using
dynamic decision thresholding was the focus of study in [7]. Their results were
validated using lesion and image based evaluation criteria. Circular Hough Trans-
form(CHT) and CNN based detection of exudates were suggested in [8]. A reduced
pre-processing strategy for exudate based macular edema recognition using deep
residual network was put forward in [9]. Multilayer perceptron based supervised
learning is studied in [10] to identify exudate pixels. Further segmentation was done
using unsupervised learning with the help of iterative Graph Cut (GC). The entire
image is segmented into a series of super pixels in [11] which are considered as
candidate pixels.

Also each candidate is characterized by multi-channel intensity features and
contextual features. The study in [12] using a neighborhood estimator presents
detection of blood vessels followed by segmentation with the help of in-painting the
exudates with the help of this estimator. A new approach called voxel classification
by a strategy based on layer dependent stratified sampling on OCT image was
introduced in [13]. Grayscale morphology based segmentation of exudates was
presented in [14] where the candidate pixels’ shape was determined with the help of
Markovian Segmentation model. Another method using Partial Least Squares (PLS)
for detection of exudates is studied in [15]. An image segmentation based high level
entity known as splat is used to identify retinal hemorrhages in [16] where pixels
sharing similar properties are grouped together to form non-overlapping splats and
the features are extracted and classified using supervised learning. The research
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Fig. 2 Depiction of total work flow

study presented in this paper is a modification of our existing algorithm presented
in [17]. The method associates both the principles of mathematical morphology
operation for detection of exudates and classification and extraction of exudates
using a trained classifier. Before the mathematical binary operation, initial pre-
processing is done to enhance the fundus image where an algorithm called Intensity
Index based Histogram Equalization Technique for retinal vessel enhancement
(IIHE-RVE) is proposed. The algorithm of the total work is depicted in Fig. 2.

2 Methodology

Color plane transition from RGB to HSI is performed because the Optic Disc
(OD) as well as exudates have analogous brightness characteristics. Many of the
imperfections caused by noise and texture in the image can also be reduced by
transition to HSI plane [18]. Median filter is applied to reduce the noise in the
intensity band of the image. A novel method called Intensity Index based Histogram
Equalization Technique for retinal vessel enhancement (IIHE-RVE) is applied to
enhance the contrast of the noise free image.

IIHE-RVE is based on the estimation of under radiance of the image which is
more effective than the existing Contrast limited adaptive Histogram equalization
(CLAHE) algorithm or any other Gaussian function equalization algorithms. The
following step is involved in the removal of Optic Disc (OD). It is assumed that
the OD exist as the largest bright circular shape component in the image. Finally,
exudates are classified into hard and soft exudates using a supervised classifier.
Clinical images as well as images from publically available database are validated
for the proposed algorithm.
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2.1 Image Enhancement

The pre-processing steps involved in this work are shown in Fig. 3. RGB to HSI
transition is followed by median filtering and contrast enhancement is done the new
technique of histogram equalization.

Applying a tunable parameter ξ , histograms are divided into sub-histograms by
computing the split value using the following set of Eqs. 1 and 2

αc(i) = φ(i)

ε
for 0 ≤ i ≤ I − 1 (1)

Γ (k) =
k∑

i=0

αc(i) for 0 ≤ k ≤ I − 1 (2)

where φ denotes the histogram of the image, i represents the intensity value, ε

represents the pixel numbers for the whole image, and I signifies the total brightness
levels in numbers. The parameters Γ and αc give accumulated normalized histogram
count and normalized histogram count, respectively, for the given image. The
controlling parameter Γp is found by Eq. 3.

Γp∑
j=0

Γ (j) ≈ ξ for any 0.1 ≤ ξ ≤ 0.9 (3)

Input Image HSI image Intesnity Band Of Image

Median Filtered ImageImage after IIHE-RVE

Fig. 3 Steps involved in pre-processing
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The split value Sv is found from Eq. 4.

Sv = (I − 1) − Γp − 1 (4)

The value of tunable parameter ξ is inversely proportional to enhancement level
of the image. Also when ξ increases the value of Γp also increases. For a certain
low value of ξ , we can acquire a first sub-histogram and for another high value
of ξ we can acquire a second sub-histogram. The first and second sub-histograms
are equalized specifically. Due to the extendedness of these histograms, the range of
pixels having lower intensity can be mapped to a range of higher intensity. Whereas,
in the second sub-histogram, the range is less and contains only larger intensity
range pixels. Because of this small range, the larger intensity pixels are saved from
over enhancement.

2.2 Intensity Index Based Histogram Equalization Technique
for Retinal Vessel Enhancement (IIHE-RVE)

According to the algorithm, when the two histograms are obtained, successive
integration based on difference of intensity parameters obtained from the iteratively
enhanced images is performed. Integration is continued till the absolute difference
between the intensity values ω1 and ω2 obtained from Eq. 5, for the given image and
the equalized image is lower than error referred to as threshold, e. Here, the value
of e is taken as 0.002.

Algorithm 1 IIHE algorithm
1: Compute histogram φ for image f.
2: Compute intensity values for input image from Eq. 5 for I = 256.

ω1 =
∑I−1

i=0 φ(i) · i

I ·∑I−1
i=0 φ(i)

(5)

3: Sv which is the split value is calculated from Eq. 4.
4: Separate the histogram into sub-histograms φl from radiance range 0 to Sv and φu from Sv+1

to I − 1.
5: Equalize histograms φl and φu in the respective intensity range.
6: Reiterate Step 2 to find the intensity values ω2 of equalized image.
7: Repeat steps 1–6 until |ω1 − ω2| ≤ e.
8: Integrate φl and φu to re-establish histogram φ.
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2.3 Optic Disc Elimination

The exudates have similar intensity values as that of optic disc. Opening and Closing
are the two binary operations used for detection of OD in retinal image. The shape
of the OD is obtained from the image I by employing the mathematical closing
operation. Using a threshold operation, the suitable binary image is produced.

The binary image Ω contains various connected components known as Ci which
is based on Eq. 6.

Ω =
⋃
k∈m

Ck, Ci

⋂
Cj = 0, ∀ i, j ∈ m, i �= j (6)

where m varies from 1 to k, k symbolizes the connected components. The disc shape
structure when compared to the background pixels are the components of Ci . This
includes the OD also. Hence, an effective separation of OD from other structures is
established. Now, Ri becomes the greatest component that is connected in Ci . The
conciseness of Ri is calculated using Eq. 7:

C(Ri) = 4π
A(Ri)

P 2(Ri)
(7)

In this equation, A(Ri) signifies pixels’ number in the ith region and P(Ri)

represents the pixels in region (Ri). Another threshold method is obtained from P-
tile method [19] and Nilback’s method[20, 21] in order to obtain the binary image.

The weight factor chosen is 1.3 based on previous conclusions in our method
[17]. In order to delineate the OD on the retinal image, Circular Hough Transfor-
mation (CHT) is employed as studied in[22]. The OD elimination is depicted in
Fig. 4.

2.4 Detection of Exudates

After optic disc elimination, exudate pixels are identified. Using binary closing
operation a 16-pixel radius, flat disc shaped structuring element is utilized and
the exudates pixels are directly identified. Binary closing operation follows this
threshold operation. The blood vessels have a contrast component which is similar
to the contrast component applied in this operation. Hence the image’s Standard
Deviation (SD) is calculated using Eq. 8.

I3(x) = 1

N − 1

∑
i∈W(x)

(
I2(i) − I3(x)

)2 (8)



Retinal Image Enhancement by IIHE for DR Screening 99
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Fig. 4 Steps involved in OD elimination

In this above equation, W(x) symbolizes available pixels available for a sub-
window, N symbolizes pixels available in W(x) and I3(x) give the average value
for the image I3(x) where the local contrast image is symbolized by I3. Using a
method called Triangle based threshold [23], the bright regions can be precisely
detected and the components can be differentiated. Followed by identification of the
high intensity regions, unwanted pixels on the image are eliminated using binary
operation called dilation. This method is followed by a flood fill operation that is
done on holes so as to regenerate the image. Next, the final step involved in exudate
detection is difference image acquisition between from the output image from the
threshold image, which is nothing but the brightness based image. As a result, the
difference image is superimposed on the original image in order to extract exudate
features from the pixels. The whole process of detection of exudates is illustrated in
Fig. 5.

2.5 Hard Exudate Classification

The final operation which is the classification of hard exudates from the exudate
pixels comprises of a valuation using the features that are usually employed by
ophthalmologists to visually distinguish hard exudates. The same features are
employed as SVM Classifier’s input. The set of features is mentioned in Table 1.

Compared with features published in algorithms [24–26], the above eight
features were measured important to decrease processing time by not compromising
the efficiency for hard exudate classification. The features mentioned in Table 1 are
given to the input of an SVM classifier where the output shows the classification
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Fig. 5 Steps involved in exudate detection

Table 1 Feature sets for hard exudate classification

Feature sl. no. Feature type Description

f1 Green intensity of mean channel The green channel image is applied with a
3 × 3 size Mean filter in order to find each
pixels’s gray scale intensity

f2 Gray intensity Pixel’s gray scale value

f3 f4 f5 Mean saturation, mean hue and
mean intensity of HSI color
model

A 3 × 3 size Mean filter is respectively
applied to the images Ih, Is , Ii . Now, f4
and f5 refers to saturation and brightness
as exudates can be seen as bright lesions

f6 Energy Intensity square of pixels and its
summation

f7 Standard deviation SD is performed and the foreground
regions are preserved in the image which
have characteristics similar to structuring
element

f8 Mean gradient magnitude The edge pixels’ intensity in terms of
directional change in magnitude

results in the form of a binary matrix. SVM is applied over Radial Basis Function
(RBF) kernel. The evaluation using cross validation was performed using the gold
standard images obtained from Dr. Bejan Singh Eye Hospital and selected by an
expert. A total of 72 images were selected from the gold standard for training.
The pixels were categorized as non-exudate regions and exudate regions. The cross
validation was performed in ten folds to check the SVM classifier’s efficiency.

The database images from DIARETDB1 were selected and split arbitrarily into
ten subsets (ten folds) which were mutually exclusive and has exudate connected
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components. They are B1, B2, B3 . . . B10 that have same size. Sixty-seven images
were trained on the classifier from the gold standard and the remaining 5 were
employed for testing. The output obtained was a binary matrix. And for cross
validation the process was repeated ten times with each subset. Thus every pixel
provided a vector set containing all the features mentioned in Table 1 as:

ai = (f1, f2, f3 . . . f8) (9)

Another entity bj is defined as a flag to define the category which is represented
as

bj =
{

−1 ai ∈ A

+1 ai ∈ B
(10)

where j ⊂ {1, 2, 3 . . . W } denotes the dimensions of the vector set sample.
The hard exudate region is represented by A and the non-hard exudate region is
represented by B.

The SVM classifier was trained using the sample set (ai, bj ). The value of W is
chosen as 4200, which means 4200 pixels in 67 samples were categorized by the
expert.

2.6 Evaluation Parameters

In this research work, the database candidate subset is considered as {B1, B2, B3,

. . . BN } and gold standard subset is {T1, T2, T3, . . . TM}.
The equation for a pixel to be True Positive (TP) is given in Eq. 11

{B ∩ T } ∪
{
Bi | |Bi ∩ T |

Bi

> σ

}
∪
{
Tj | |Tj ∩ B|

Tj

> σ

}
(11)

In this research work the σ value is fixed at 0.2 which has a global range of {0,1}.
The equation for a pixel to be False Positive (FP) is given in Eq. 12.

{Bi |Bi ∩ T = φ} ∪
{
Bi ∩ T | |Bi ∩ T |

|Bi | ≤ σ

}
(12)

The equation for a pixel to be False Negative (FN) is given in Eq. 13

{Tj |Tj ∩ B = φ} ∪
{
Tj ∩ B| |Tj ∩ B|

|Tj | ≤ σ

}
(13)

Finally, all the remaining pixels can be referred to True Negatives (TN).
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3 Results and Discussions

There are mainly two sources for the fundus image acquisition. Dr. Bejan Singh
Eye Hospital provided with the clinical image which were captured by “Remidio
Non-Mydriatic Fundus On Phone (FOP-NM10)” [27] Fundus camera having a
Field-Of-View: 40◦, having 100–400 ISO range and has a 33 mm working distance.
The public database DIARETDB1 was utilized for images required for validation.
Table 2 shows the observations of 30 images that were validated.

Since there is an asymmetry between the classes of TP, FN, and FP when com-
pared with TN, by computing just the Area Under Curve (AUC) of Receiver operator

Table 2 Performance matrix evaluated for 30 fundus images

TP FP FN TN Accuracy Sensitivity Specificity PPV F -score

Image 1 349 78 35 431,651 99.97% 90.89% 99.98% 81.73% 86.07%

Image 2 372 106 35 431,487 99.97% 91.40% 99.98% 77.82% 84.07%

Image 3 6835 83 52 419,183 99.97% 99.24% 99.98% 98.80% 99.02%

Image 4 54 89 30 431,946 99.97% 64.29% 99.98% 37.76% 47.58%

Image 5 321 34 23 431,630 99.99% 93.31% 99.99% 90.42% 91.85%

Image 6 1488 31 80 429,122 99.97% 94.90% 99.99% 97.96% 96.40%

Image 7 409 26 37 431,420 99.99% 91.70% 99.99% 94.02% 92.85%

Image 8 964 40 54 430,947 99.98% 94.70% 99.99% 96.02% 95.35%

Image 9 6543 56 67 422,555 99.97% 98.99% 99.99% 99.15% 99.07%

Image 10 811 80 78 430,774 99.96% 91.23% 99.98% 91.02% 91.12%

Image 11 1166 49 52 430,535 99.98% 95.73% 99.99% 95.97% 95.85%

Image 12 3522 39 40 427,474 99.98% 98.88% 99.99% 98.90% 98.89%

Image 13 818 30 67 430,259 99.98% 92.43% 99.99% 96.46% 94.40%

Image 14 435 88 23 431,328 99.97% 94.98% 99.98% 83.17% 88.69%

Image 15 1536 40 57 428,684 99.98% 96.42% 99.99% 97.46% 96.94%

Image 16 623 56 35 431,002 99.98% 94.68% 99.99% 91.75% 93.19%

Image 17 3421 38 22 427,567 99.99% 99.36% 99.99% 98.90% 99.13%

Image 18 4090 49 25 427,468 99.98% 99.39% 99.99% 98.82% 99.10%

Image 19 233 39 55 431,731 99.98% 80.90% 99.99% 85.66% 83.21%

Image 20 785 30 22 431,053 99.99% 97.27% 99.99% 96.32% 96.79%

Image 21 327 88 15 431,563 99.98% 95.61% 99.98% 78.80% 86.39%

Image 22 1053 33 24 430,947 99.99% 97.77% 99.99% 96.96% 97.36%

Image 23 188 70 22 431,441 99.98% 89.52% 99.98% 72.87% 80.34%

Image 24 2213 44 21 429,216 99.98% 99.06% 99.99% 98.05% 98.55%

Image 25 964 33 37 430,750 99.98% 96.30% 99.99% 96.69% 96.50%

Image 26 521 25 6 431,650 99.99% 98.86% 99.99% 95.42% 97.11%

Image 27 848 90 5 429,132 99.98% 99.41% 99.98% 90.41% 94.70%

Image 28 904 24 56 431,480 99.98% 94.17% 99.99% 97.41% 95.76%

Image 29 842 99 34 430,927 99.97% 96.12% 99.98% 89.48% 92.68%

Image 30 4543 35 68 422,565 99.98% 98.53% 99.99% 99.24% 98.88%
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characteristic (ROC) is not appropriate. So 5 different evaluation parameters are
taken into consideration. They are

accuracy = TN + TP

TP + FP + TN + FN
(14)

sensitivity = TP

TP + FN
(15)

specificity = TN

TN + FP
(16)

Positive Prediction Value (PPV) = TP

TP + FP
(17)

F score = 2 × sensitivity × PPV

sensitivity + PPV
(18)

The table shows good results with respect to the average sensitivity, specificity as
well as accuracy having a value of 87%, 98%, and 98.7%, respectively. The F -score
as well as the precision calculated were far higher than other works published in
the literature in [28, 29] that is F -score = 89.91% and precision = 88.10%. Table 3
shows a comparative study with algorithms that were already published and it can
be inferred that accuracy as well as specificity of this research work is greater than
the other methods in literature.

Table 4 gives a comparison of the improved method of image enhancement
that is IIHE-RVE with our previous method—contrast limited adaptive histogram
equalization (CLAHE) which shows a reasonable increase in the value of specificity,
PPV, and F -score.

Table 3 Comparison with existing algorithms

Methodology Sensitivity Specificity Accuracy

Chen et al. [29] 83 75 79

Travieso et al. [30] 91.67 92.68 92.13

Barman et al. [31] 92.42 81.25 87.72

Proposed method 87.90 99.97 99.92

A Hajdu et al. [26] 92 68 82

R Sinha et al. [25] 96.54 93.15 N.A.

Pourreza et al. [28] 86.01 99.93 N.A.

Table 4 Performance matrix of 30 images evaluated

Methodology Sensitivity Specificity Accuracy PPV F -score

CLAHE [17] 99.81% 80.06% 99.96% 88.03% 81.90%

IIHE-RVE 99.92% 87.90% 99.97% 89.91% 88.10%
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4 Conclusion

The proposed work is a novel technique to detect exudates using morphological
operation. The new enhancement method IIHE-RVE was used to increase the
sensitivity of our existing algorithm that originally involved enhancement using
CLAHE. A considerable increase in specificity indicates that the algorithm is more
accurate while considering low intensity images. Using the same feature set to the
classifier, the score of evaluation parameters could be increased by changing the
enhancement technique. Further studies can be implicated to increase the PPV and
F -score of this algorithm.
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Chapter 6
Automated Detection of Retinal
Hemorrhage Based on Supervised
Classifiers and Implementation in
Hardware

K. A. Sreeja , S. S. Kumar , and Arun Pradeep

Abstract Supervised machine learning algorithm based retinal hemorrhage detec-
tion and classification is presented. For developing an automated diabetic retinopathy
screening system, efficient detection of retinal hemorrhage is important. Splat, which
is a high level entity in image segmentation is used to mark out hemorrhage in the
pre-processed fundus image. Here, color images of retina are portioned into different
segments (splats) covering the whole image. With the help of splat level and GLCM
features extracted from the splats, two classifiers are trained and tested using the rel-
evant features. The ground-truth is established with the help of a retinal expert and
using dataset and clinical images the validationwas done. The trained classifier’s out-
put is evaluated and the classifier with the best output is chosen for implementation
in hardware.

Keywords Retinal hemorrhage · Diabetic retinopathy · Fundus image · Splat
feature classification · GLCM features · Raspberry Pi

6.1 Introduction

The World Health Organization estimated that by 2030, there will be nearly 366
million people with Diabetic Mellitus (DM) [1]. A microvascular complication of
DM that is responsible for a major share of cases of blindness in the world is the Dia-
betic Retinopathy (DR). The severe complications like Microaneurysms, Exudates,

K. A. Sreeja (B)
SCMS School of Engineering and Technology, Ernakulam, India
e-mail: ka.sreeja@gmail.com

S. S. Kumar · A. Pradeep
Noorul Islam University, Kanyakumari, India
e-mail: kumarss@live.com

A. Pradeep
e-mail: arunpradeep@msn.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
Y.-D. Zhang et al. (eds.), Smart Trends in Computing and Communications: Proceedings
of SmartCom 2020, Smart Innovation, Systems and Technologies 182,
https://doi.org/10.1007/978-981-15-5224-3_6

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5224-3_6&domain=pdf
http://orcid.org/0000-0002-4130-3716
http://orcid.org/0000-0002-7988-2768
http://orcid.org/0000-0002-4030-3810
mailto:ka.sreeja@gmail.com
mailto:kumarss@live.com
mailto:arunpradeep@msn.com
https://doi.org/10.1007/978-981-15-5224-3_6


58 K. A. Sreeja et al.

Occlusion, hemorrhages, etc., together known as DR. The early diagnosis can reduce
the risk of losing vision. In order to reduce the diagnosing time, human error and
increase the accuracy, several methodologies were developed for early diagnosis of
DR and most of them use machine learning techniques. In this paper, classification
of hemorrhage and non-hemorrhage fundus images, carried out using two different
classifiers is presented. The classifier that performs the best, is chosen for realization
in a Raspberry Pi computer system. The techniques used to develop the algorithm
was chosen based on recent researches. When compared to large hemorrhages, it is
seen that hemorrhages of small size are irregular in shape. Several algorithms were
developed to find these abnormalities. In our work one of the classifier decisions
is based on Neural network (NN) as described in [2]. Kumar et al. [3] presented
a radiomics-driven Computer Aided Diagnosis (CAD) based method. In order to
overcome the limitations with current CAD approaches such as decision making a
CLass-Enhanced Attentive Response Discovery Radiomics CLEAR-DR is proposed
to aid clinical diagnosis of DR. Another important symptom of diabetic retinopathy
is exudates, which are similar to hemorrhage pixels. An Early detection of exudates
is presented by Wisaeng [4] using Morphology Mean Shift Algorithm (MMSA).
Detection of bright and dark lesion which can be hemorrhages or exudates, using a
combination of matched filter response(MFR) and Laplacian of Gaussian Response
(LoG) [5] produced a 96.10–96.99% accuracy for various publicly available database
in hemorrhage detection.Multi-resolution analysis(MRA) is given importance in the
work done by Lahmiri [6]. The statistical features obtained afterMRA is fed to a sup-
port vector machine to grade retinal hemmorhage. Detection of hemorrhage pixels
from the bright optical disc is always a constraint. Manymethods are already prevail-
ing in order to remove optical disc from the fundus image. Five optic disc detection
methods with an algorithms committee having waited voting is presented by Silva et
al. [7] where, 6 public benchmark databases with 1566 images are employed. Even
though, in our work the optical disc is not removed, this method is useful when pixel
based approach is considered. One such method of optic disc removal is used in
exudate detection that involves mathematical morphology [8]. After morphological
operation, the hard exudates are extracted using adaptive fuzzy logic. The purpose
of this research is to develop a supervised classification model using two different
classifiers and compare the output based on their sensitivity, specificity and accuracy.
Retinal hemorrhages are demarcated with the help of an ophthalmologist who use a
high-level representation entity known as splat [9]. Splats are a collection of pixels
that have similar fundamental features. A two-step feature selection process is car-
ried out to remove redundant features from the splat and these features are applied
to a supervised classification to predict the possibility of hemorrhage splats in the
whole image. The hemorrhage is finally detected and shown as bright spots on the
dark opponency image. The two classifiers are tested, and their responses are tab-
ulated. Section6.2 describes the research method. Feature extraction, classification
and embedded system realization are portrayed in this section. Section6.3 gives the
result and discussion and Sect. 6.4 summarizes and concludes the work.
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6.2 Methodology

After Initial Pre-processing of fundus images by strategies performed in [28, 29]
an enhanced image is obtained in which pixels that are assumed to have similar
spatial location and share same structural features such as color and intensity are
partitioned into non-overlapping splats and spread over the entire image [10]. Splat
based method uses several re-sampling strategies. In a fundus image with hemor-
rhage, the total number of hemorrhage pixels is comparatively less when the entire
image is considered [11]. Therefore, a splat-based method is more likely to have
better diversity in training the samples. Splats are generated using watershed seg-
mentation algorithm [10]. In order to create meaningful splats, a scale specific over
segmentation is performed. This is done in two steps. At first the gradient magnitude
of contrast enhanced dark-bright opponent image is taken using different scales. It
is done because of the variability in appearance of hemorrhages. All these values are
aggregated and the maximum of the gradient value with its scale of interest (SOI) is
taken to perform watershed segmentation. Lin et al. [12] The gradient magnitude is
computed using Eq.6.1.

|∇ I (x, y; s)| =
√
Ix (x, y; s)2 + Iy(x, y; s)2 (6.1)

where Ix (x, y; s) is the image. Now establishing a scale-space representation of
the image using Gaussian kernels Gs , the gradient magnitude is calculated from its
horizontal and vertical derivative. The maximum of the gradient magnitude is given
in Eq.6.2

|∇ I (x, y)| = max
i

|∇ I (x, y; si )| (6.2)

Splats are created using a modified watershed algorithm. The watershed segmented
image is shown in Fig. 6.1. All the splats generated throughout the total image area
is refrained to a threshold limit. Even though the number of splats increase accuracy,
the computation time tends to increase. So a compromise between the efficiency and
accuracy has been considered.

6.2.1 Feature Extraction from Splats

After assigning reference labels for splats, a classifier can be trained to detect the
target objects. An altogether of 352potentially relevant features are taken to train the
classifiers. They are: Color, Difference Of Gaussian (DoG) Filter, Responses from
Gaussian Filter Bank, Responses from Schmid Filter Bank, Responses from Local
Texture Filter Banks. These features are aggregated to obtain a meaningful response
image which has low inter splat similarity and high intra splat similarity [13–19].
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Fig. 6.1 Watershed
segmented image

The features mentioned are pixel- based responses. In addition to these features, we
take splat wise features according to Gray-Level Co-occurrence Matrix (GLCM)
[16–22] statistics.

6.2.2 Preliminary Feature Selection and Classification

A two-step feature selection method is taken here so as to take only the relevant
features and discard the irrelevant and redundant ones [23]. The preliminary feature
selection is done using a filter approach in order to eliminate the features that are
immaterial in discriminating hemorrhage and non-hemorrhage splats. A quadratic
discriminant analysis (QDA) [24] is performed and by inspecting the features’ vari-
ation with Misclassification Error (MCE) [25]. The preliminary features are chosen
when the smallestMCE is reached.After preliminary selection, awrapper approach is
performed in order to get an optimal combination of relevant features with minimum
redundancy. It is the peculiarity of the wrapper approach that it assesses different
combinations of feature subsets customized for a certain classification algorithm
with higher computation time [26].The combinations are evaluated using a kNN
Classifier. All the selected features are now applied to a sequential forward feature
selection subset(SFS). After feature selection, two distinct trained classifiers are set
up with the set of features and reference label instances.

kNN and ANN Classification: The kNN algorithm assigns soft class labels. The
two classes defined or the outputs are hemorrhage splat or non-hemorrhage splat.
The classifier decides the class of a particular splat based on the Euclidean distance
of the features in an optimized feature space. The feature vector dimension is 19. As
the value of k is increased the computation time increases and the splats are more
accurately identified. But since all the k nearest neighbors are not near, an optimum
value of k is chosen instead of an arbitrary value. In this work, the value of k is chosen
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as 100 with a compromise between computational time and accuracy based on the
work in [27]. For ANN, the features are selected that are required to train the neural
network. These are the 19 features that were selected by wrapper approach. The
neural network is initialized and the number of layers are defined. The weights are
assigned arbitrarily small value so as to start the computation. The value of output for
each layer is computed and error is calculated. The weights are updated for the output
and the hidden layers and is repeated till the all the layers are trained. After training
all the layers, it is checked whether all the splat features are used in training purpose.
If not the process is repeated until the selection of all splat features is performed.
The network is trained τ epochs each time irrespective of whether the network is
convergent or not. When the difference of error between the current training series
and the previous series is smaller than a threshold , then it can be concluded that the
network is convergent and the training is stopped. After the training is completed,
the classifier is validated for its accuracy using the validation set. The validation set
does not change the trained values of the classifier and it is done only to ensure that
overfitting has not occurred. To determine the class of splat sigmoid transfer function
S(x) = 1

1+e−x is used. When S(x) = 1 then it comes under a hemorrhage splat and
when S(x) = 0, it is a non-hemorrhage splat.

6.3 Results and Discussions

Histogram equalization is done using the strategy proposed in [28, 29]. Also each
image is normalized according to its prevailing pixel value at the three colour chan-
nels. The pixel values that occur frequently are shifted to the beginning of RGB
colour space. Among the total of 1500 images obtained from from the publically
available database DIARETDB1 and the clinical images from Dr. Bhejan Singh’s
eye hospital, Nagercoil, 1050 were taken for training, 225 images for testing and
225 for validation. 10,500 splats were created among which 300 are hemorrhage
splats. Images with at least 6 splats are taken for training. After sequential forward
feature selection subset (SFS) only the relevant features were considered whereas
the insignificant and redundant ones were removed from the feature set. The final
feature set consists of 50 features from the 352 features obtained by filter approach
and from this set 19 features were finally obtained by wrapper approach. The details
of the final selected features are given in Table6.1.

6.3.1 Classification of Splats Using kNN and ANN Classifiers

The splats are represented as a 19 dimensional feature vector. The kNN classifier and
the ANN Classifier are trained on these features. Different values of k were tested
whose values are chosen between 15 and 160 that involves both feature selection as
well classification. After repeated iterations, the value of k was fixed at 100 without
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Table 6.1 Details of final selected features

Features Number Description

DoG filter bank s2–s0.5 From Green channel

DoG filter bank s4–s0.5 From db and rg opponency

DoG filter bank s8–s0.5 From db opponency

Gaussian filter bank s = 8 orientation: 2, 3 Mean of second order
Gaussian derivative from green
channel

Gaussian filter bank s = 1, 2, 4 orientation: 1, 2, 3 Mean of second order
Gaussian derivative from green
channel

Schmid filter bank Response = 11 From db opponency

Mean of Gaussian s = 8, 16 From Green channel

compromising the computation time and prediction accuracy. The target class for
the classifier or the output consists of two classes: Hemorrhage or Non-Hemorrhage.
The two classifiers were tested with the equal number of images and the results were
compared. The splat centered Region of Convergence (ROC) curve for the fundus
image given in Fig. 6.2 using the two classifiers are shown in Figs. 6.3 and 6.4. For
a fundus image with 469 splats, the level of accomplishment of these classifiers are
represented in the ROC curve. From the ROC curve for various threshold values, it is
found that, among the two, ANN outperforms kNN classifiers in terms of sensitivity
with an Area Under Curve (AUC) of 0.80 than 0.75 of kNN classifier. The confusion
matrix calculated is given in Figs. 6.5 and 6.6 where n denotes the total number of
splats for 520 images. A total 22574 splats were identified from the 520 images
and they provide different accuracy at a certain threshold. The best classifier that
performed in evaluation which is the ANN is now chosen for implementation in
hardware.

6.3.2 Implementation in Hardware

Image preprocessing, processing and classification was done in MATLAB using
Intel i5 dual-core processor which has 8 GB RAMmemory specification and a clock
speed of 1.6 GHz. The motivation behind this work was to develop an aid to assist
medical practitioners for an early and accurate diagnosis of DR. An easy diagnosis
is accomplished if the whole process of detection was implemented on an integrated
hardware. The tested and successfully executed algorithms were then implemented
in Raspberry-Pi system as seen in Fig. 6.7. The inclination towards Raspberry-Pi
board is the ease of designing a portable convenient handheld device. The Mobile
Industry Processor Interface (MIPI) interface is connected to a fundus camera by
which the real time images can be directly processed to detect hemorrhages which
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Fig. 6.2 Splats identified

Fig. 6.3 ROC for ANN

can predict the possibility of DR. This system can also be used with the help of
a smart-phone camera and an aspheric lens to capture retinal images. Two Fundus
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Fig. 6.4 ROC for kNN

Fig. 6.5 Confusion matrix
for ANN

Fig. 6.6 Confusion matrix
for kNN
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images 1 and 2were taken from standard diabetic retinopathy databaseDIARETDB1
and from clinical database for testing. Figures6.8 and 6.9 shows the various stages
of hemorrhage detection on images obtained from these source.

6.4 Conclusion

The presented work is a novel technique to detect exudates using morphological
operation. The new enhancement method IIHE was used to increase the sensitivity
of our existing algorithm that originally involved enhancement using CLAHE. A
considerable increase in specificity indicates that the algorithm is more accurate
while considering low intensity images. Using the same feature set to the classifier,
the score of evaluation parameters could be increased by changing the enhancement
technique. Further studies can be implicated to increase the PPV and F-Score of this
algorithm. Thus a splat-based feature classification using Raspberry Pi is presented
for the detection of retinal hemorrhage. The proposed classification strategy can
model different lesions with different texture size and appearance. The algorithm is

Fig. 6.7 Raspberry Pi implementation

Fig. 6.8 Hemorrhage detection process applied on DIARTEDB1 fundus image
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Fig. 6.9 Hemorrhage detection process applied on Clinical fundus image

validated on the publically available databaseDIARETDB1 and clinical imagewhich
was captured using a “Remidio Non-Mydriatic Fundus on Phone (FOP-NM10). The
proposed detector can be incorporated into comprehensive DR assisting system for
ophthalmologists.
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The number of vehicular collisions is on a toll worldwide. Despite enforcing stringent laws and
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works have been carried out on Intelligent Transportation Systems (ITS), a well-coordinated vehicular

collision avoidance system is still missing. In this paper, we utilize the tremendous opportunity

provided by ITS, Light Detection and Ranging (LIDAR), Wireless Sensor Networks (WSN), 5G, and

propose an e�ective system using drones with swarm intelligence that can automatically control the
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vehicles to prevent the collision. The proposed method, Bidirectional Multi-Tier IoT drone with Swarm

optimization (BMTD-IoT-S) uses intelligent coordination of the drone swarms with the vehicular

networks and always ensures a safe distance between the vehicles using the principle of magnetic

levitation. The system is further investigated for optimizing the power, altitude, and angular

frequency allocation for static and dynamic BMTD-IoT-S'. The results from simulation con�rm the

excellent performance of the system in ensuring collision avoidance.

Show All References

View all 

References

1.

2.

3.

Zhao, J., Xu, H., Liu, H., Wu, J., Zheng, Y. and Wu, D., 2019. Detection and tracking of pedestrians and
vehicles using roadside LiDAR sensors. Transportation research part C: emerging technologies, 100, 68--87.

Abbasi, M. et al., 2020. An e�cient parallel genetic algorithm solution for vehicle routing problem in cloud
implementation of the intelligent transportation systems. Journal of Cloud Computing 9, 1, 1--14. 

Garg, S. et al., 2019. SDN-based secure and privacy-preserving scheme for vehicular networks: a 5G
perspective. IEEE Transactions on Vehicular Technology 68, 9, 8421--8434. 

Cited By

Wang H, Jiang J, Huang G, Wang W, Deng D, Elhalawany B, Li X and Ye Y. (2022). Physical Layer Security of
Two-Way Ambient Backscatter Communication Systems. Wireless Communications & Mobile Computing.
2022. Online publication date: 1-Jan-2022.

https://doi.org/10.1155/2022/5445676

Li X, Zheng Y, Khan W, Zeng M, Li D, Ragesh G and Li L. Physical Layer Security of Cognitive Ambient
Backscatter Communications for Green Internet-of-Things. IEEE Transactions on Green Communications
and Networking. 10.1109/TGCN.2021.3062060. 5:3. (1066-1076).

https://ieeexplore.ieee.org/document/9363336/

MOBICOMMOBICOM 

 Back

https://dl.acm.org/action/ajaxShowCitedBy?doi=10.1145/3414045.3415938
http://scholar.google.com/scholar?hl=en&q=Zhao%2C+J.%2C+Xu%2C+H.%2C+Liu%2C+H.%2C+Wu%2C+J.%2C+Zheng%2C+Y.+and+Wu%2C+D.%2C+2019.+Detection+and+tracking+of+pedestrians+and+vehicles+using+roadside+LiDAR+sensors.+Transportation+research+part+C%3A+emerging+technologies%2C+100%2C+68%2D%2D87.+10.1016%2Fj.trc.2019.01.007
https://dl.acm.org/servlet/linkout?suffix=e_1_3_2_1_1_1&dbid=16&doi=10.1145%2F3414045.3415938&key=10.1016%2Fj.trc.2019.01.007
http://scholar.google.com/scholar?hl=en&q=Abbasi%2C+M.+et+al.%2C+2020.+An+efficient+parallel+genetic+algorithm+solution+for+vehicle+routing+problem+in+cloud+implementation+of+the+intelligent+transportation+systems.+Journal+of+Cloud+Computing+9%2C+1%2C+1%2D%2D14.+10.1186%2Fs13677-020-0157-4
https://dl.acm.org/servlet/linkout?suffix=e_1_3_2_1_2_1&dbid=16&doi=10.1145%2F3414045.3415938&key=10.1186%2Fs13677-020-0157-4
http://scholar.google.com/scholar?hl=en&q=Garg%2C+S.+et+al.%2C+2019.+SDN-based+secure+and+privacy-preserving+scheme+for+vehicular+networks%3A+a+5G+perspective.+IEEE+Transactions+on+Vehicular+Technology+68%2C+9%2C+8421%2D%2D8434.+10.1109%2FTVT.2019.2917776
https://dl.acm.org/servlet/linkout?suffix=e_1_3_2_1_3_1&dbid=16&doi=10.1145%2F3414045.3415938&key=10.1109%2FTVT.2019.2917776
https://dl.acm.org/author/Wang%2C+Hao
https://dl.acm.org/author/Jiang%2C+Junjie
https://dl.acm.org/author/Huang%2C+Gaojian
https://dl.acm.org/author/Wang%2C+Wenbin
https://dl.acm.org/author/Deng%2C+Dan
https://dl.acm.org/author/Elhalawany%2C+Basem+M
https://dl.acm.org/author/Li%2C+Xingwang
https://dl.acm.org/author/Ye%2C+Yinghui
https://doi.org/10.1155/2022/5445676
https://dl.acm.org/author/Li%2C+Xingwang
https://dl.acm.org/author/Zheng%2C+Yike
https://dl.acm.org/author/Khan%2C+Wali+Ullah
https://dl.acm.org/author/Zeng%2C+Ming
https://dl.acm.org/author/Li%2C+Dong
https://dl.acm.org/author/Ragesh%2C+G+K
https://dl.acm.org/author/Li%2C+Lihua
https://ieeexplore.ieee.org/document/9363336/
https://dl.acm.org/


7/27/23, 11:58 AM Intelligent vehicle collision avoidance system using 5G-enabled drone swarms | Proceedings of the 2nd ACM MobiCom Worksho…

https://dl.acm.org/doi/10.1145/3414045.3415938 3/5

Show All Cited By

MobiCom '13: Proceedings of the 19th annual international conference on Mobile computing & networking

Read More

Design, User Experience, and Usability: Users, Contexts and Case Studies

Read More

ICCASA '14: Proceedings of the 3rd International Conference on Context-Aware Systems and Applications

Read More

Yu L, Liu Z, Wen M, Cai D, Dang S, Wang Y and Xiao P. Sparse Code Multiple Access for 6G Wireless
Communication Networks: Recent Advances and Future Directions. IEEE Communications Standards
Magazine. 10.1109/MCOMSTD.001.2000049. 5:2. (92-99).

https://ieeexplore.ieee.org/document/9409837/

Index Terms

Intelligent vehicle collision avoidance system using 5G-enabled drone swarms

Computer systems organization

Dependable and fault-tolerant systems and
networks

Networks

Network architectures

Recommendations

A lane-level cooperative collision avoidance system based on vehicular sensor networks

Acceptance and E�ectiveness of Collision Avoidance System in Public Transportation

Context-Aware Cooperative Collision Avoidance Vehicle Braking Alert System for VANET

Comments

MOBICOMMOBICOM 

 Back

https://dl.acm.org/doi/10.1145/2500423.2505293
https://dl.acm.org/doi/10.1145/2500423.2505293
https://dl.acm.org/doi/10.1007/978-3-319-91806-8_33
https://dl.acm.org/doi/10.1007/978-3-319-91806-8_33
https://dl.acm.org/doi/10.5555/2762722.2762739
https://dl.acm.org/doi/10.5555/2762722.2762739
https://dl.acm.org/author/Yu%2C+Lisu
https://dl.acm.org/author/Liu%2C+Zilong
https://dl.acm.org/author/Wen%2C+Miaowen
https://dl.acm.org/author/Cai%2C+Donghong
https://dl.acm.org/author/Dang%2C+Shuping
https://dl.acm.org/author/Wang%2C+Yuhao
https://dl.acm.org/author/Xiao%2C+Pei
https://ieeexplore.ieee.org/document/9409837/
https://dl.acm.org/topic/ccs2012/10010520?ContentGroupKey=10.1145%2F3414045&expand=all
https://dl.acm.org/topic/ccs2012/10010520.10010575?ContentGroupKey=10.1145%2F3414045&expand=all
https://dl.acm.org/topic/ccs2012/10003033?ContentGroupKey=10.1145%2F3414045&expand=all
https://dl.acm.org/topic/ccs2012/10003033.10003034?ContentGroupKey=10.1145%2F3414045&expand=all
https://dl.acm.org/


7/27/23, 11:58 AM Intelligent vehicle collision avoidance system using 5G-enabled drone swarms | Proceedings of the 2nd ACM MobiCom Worksho…

https://dl.acm.org/doi/10.1145/3414045.3415938 4/5

View Table Of Contents

DL Comment Policy

Comments should be relevant to the
contents of this article, (sign in
required).

Got it

Share Best Newest Oldest

0 Comments

Nothing in this discussion yet.

Categories

Journals

Magazines

Books

Proceedings

SIGs

Conferences

Collections

People

About

About ACM Digital Library

ACM Digital Library Board

Subscription Information

Author Guidelines

Using ACM Digital Library

All Holdings within the ACM Digital Library

ACM Computing Classi�cation System

Digital Library Accessibility

Join

Join ACM

Join SIGs

Subscribe to Publications

Institutions and Libraries

Connect

Contact

Facebook

Twitter

Linkedin

MOBICOMMOBICOM 

 Back

https://dl.acm.org/doi/proceedings/10.1145/3414045
https://dl.acm.org/journals
https://dl.acm.org/magazines
https://dl.acm.org/acmbooks
https://dl.acm.org/proceedings
https://dl.acm.org/sigs
https://dl.acm.org/conferences
https://dl.acm.org/collections
https://dl.acm.org/people
https://dl.acm.org/about
https://dl.acm.org/about/dlboard
https://dl.acm.org/about/access
https://www.acm.org/publications/authors/information-for-authors
https://dl.acm.org/about/access
https://dl.acm.org/about/content#sec2
https://dl.acm.org/ccs
https://dl.acm.org/about/accessibility
https://www.acm.org/membership/join
https://www.acm.org/special-interest-groups/join
https://www.acm.org/publications/subscribe
https://libraries.acm.org/
mailto:dl-team@hq.acm.org
https://www.facebook.com/AssociationForComputingMachinery/
https://twitter.com/acmdl
https://www.linkedin.com/company/association-for-computing-machinery/
https://dl.acm.org/


7/27/23, 11:58 AM Intelligent vehicle collision avoidance system using 5G-enabled drone swarms | Proceedings of the 2nd ACM MobiCom Worksho…

https://dl.acm.org/doi/10.1145/3414045.3415938 5/5

Feedback

Bug Report

The ACM Digital Library is published by the Association for Computing Machinery. Copyright © 2023 ACM, Inc.

Terms of Usage Privacy Policy Code of Ethics

 

MOBICOMMOBICOM 

 Back

https://libraries.acm.org/digital-library/policies#anchor3
https://www.acm.org/about-acm/privacy-policy
https://www.acm.org/code-of-ethics
https://dl.acm.org/
https://www.acm.org/
https://dl.acm.org/


Morphological Operators on Hypergraphs for
Colour Image Processing

Bino Sebastian V*
Department of Mathematics

Mar Athanasius College

Kothamangalam

binosebastianv@gmail.com

Nuja M Unnikrishnan
Department of Basic Science and Humanities

SCMS School of Engineering and Technology

Karukutty

nuja@scmsgroup.org

Neenu Sebastian
Dept. of Computer Science and Engineering

SCMS School of Engineering and Technology

Karukutty

neenusebastian@scmsgroup.org

Rosebell Paul
Dept. of Computer Science and Engineering

SCMS School of Engineering and Technology

Karukutty

rosebell@scmsgroup.org

Abstract—This article is an extension of morphological opera-
tors on hypergraphs to work with colour images. Morphological
operators on hypergraphs are useful for binary and grayscale

image processing. The preliminary experimental results related
to the extension of these operators to colour images is presented
in this paper. The results on colour images are promising and is
a better alternative for the existing methods.

Index Terms—Hypergraph, Mathematical Morphology, Image
Processing, Salt and pepper noise.

I. INTRODUCTION

Mathematical morphology is the first consistent non-linear

image analysis theory. Originally it was defined on a set

theoretic framework and used for processing binary images

and extended to grayscale images. Despite its continuous

origin, it was soon recognised that the roots of the theory

were in algebraic theory, notably the framework of complete

lattices. This allows the theory to be completely adaptable

to non-continuous spaces, such as graphs [4], hypergraphs

[3] and simplicial complexes [5]. Extending Mathematical

Morphology to colour images is an active area of research in

image processing [8, 18, 9]. There is no natural extension of

the morphological operators to colour images. This is because

colour images does not admit a partial ordering [11]. Image

denoising is one of the most important operations in image

processing. Salt and pepper noise is very common in image

processing applications and noise reduction is a very active

area of research in this field [12]. Morphological filtering is

one of the most reliable techniques for salt and pepper noise

reduction [2, 4, 5]. Our objective is to utilise the morphological

operators defined on hypergraphs to remove this noise from

colour iamges [2, 16].

*This work is supported by RUSA, Govt. of India under the MRP scheme.

This article is organised as follows. We introduce the

preliminary definitions from mathematical morphology and

morphological operators on hypergraphs in section II. In

Section III, we present the hypergraph representation of a

digital image. Experimental results of the operators and filters

on a colour image are presented in Section IV. Conclusion and

future works are presented in Section V.

II. PRELIMINARIES

A. Mathematical Morphology

Definition 1. [6, 7, 14, 17] Given two lattices L1 and L2, any

operator δ : L1 → L2 that distributes over the supremum and

preserves the least element is called a dilation. An operator

that distributes over the infimum and preserves the greatest

element is called an erosion.

Definition 2. [6, 7, 14] Two operators ε : L1 → L2 and δ

:L2 → L1 form an adjunction (ε, δ) if for any X ∈ L2 and

any Y ∈ L1, we have δ(X) ≤1 Y ⇔ X ≤2 ε (Y ), where ≤1

and ≤2 denote the order relations in L1 and L2 respectively.

Definition 3. [6, 7, 17] Let δ be any operator on a lattice

L, then δ is

• increasing if X ≤ Y implies δ (X) ≤ δ (Y );

• extensive if δ(X) ≥ X for every X ∈ L;

• anti extensive if δ(X) ≤ X for every X ∈ L;

• idempotent if δ2 = δ;

• a morphological filter if δ is increasing and idempotent;

• an opening if δ is increasing, anti-extensive and idempo-

tent;

• a closing if δ is increasing, extensive and idempotent.

B. Morphological operators on hypergraphs

A hypergraph is denoted as a pair H = (H•,H×) where

H• is a set and H× is a family (ei)i∈I of nonempty subsets

of H•. Let X and Y be two hypergraphs. If X• ⊆ Y • and

X× ⊆ Y× , then X is a subhypergraph of Y and is denoted

by X ⊆ Y. Let H = (H•, H×) be a hypergraph and consider978-1-7281-6453-3/20/$31.00 ©2020 IEEE



the sets H•,H× and H of respectively all subsets of H•,

all subsets of H× and all subhypergraphs of H[2, 16]. The

vertex-hyperedge correspondence defined in [2,16] by the

operators δ•, ǫ• from H× into H• and δ×, ǫ× from H• into

H× act as the building blocks for morphological operators

on hypergraphs. These operators are used to process colour

images in this work.

Definition 4 [2]

• Vertex dilation δ= δ• ◦ δ× and vertex erosion ǫ= ǫ• ◦ ǫ×.

• Opening γ1 =δ ◦ ǫ and closing φ1 = ǫ ◦ δ.

• Half opening γ1/2 = δ•◦ǫ× and half closing φ1/2 = ǫ•◦δ×

.

Property 1. If X• ⊆ H•, then γ1(X•)⊆ γ1/2(X•)⊆ X• ⊆
φ1/2 (X•)⊆ φ1 (X•).

Property 2. The operators γ1/2 and γ1 are openings on H•

and φ1/2 and φ1 are closings on H•.

C. Flat morphological operators on weighted hypergraphs

Let n denote any positive integer and K = {0, . . . , n}.Let

E be any set. Let Fun(E) denote the set of all maps from

E to K. By threshold decomposition [2], the lattice H of all

subhypergraphs of H induces a lattice Fun(H•)⊗Fun(H×) of

pairs of functions weighting respectively the vertices and the

hyperedges of H such that the simultaneous threshold of these

two functions at any given level yields a subhypergraph of H.

The operators acting on the lattices H•,H× or H are all

increasing and, they induce stack operators [1, 10, 13, 15,

19] acting on the lattices Fun(H•), Fun(H×), and Fun(H•)

⊗ Fun(H×). This implies that the properties presented for

hypergraph operators on the lattices H•,H× or H also hold

good for operators on the lattices Fun(H•), Fun(H×), and

Fun(H•) ⊗ Fun(H×).

The following definition is the stack analougues to the

operators δ•, ǫ×,ǫ•,δ× on weighted hypergraphs [2].

Definition 5 [2] Let F• ∈ Fun(H•) and let F× ∈ Fun(H×)

• δ•(F×)(x) = maxx∈v(ei){F×(ei)|ei ∈ H ×}∀x ∈H•

• ǫ×(F •)(ei) = min{f•(x)|x ∈ v(ei)}∀ei ∈ H×

• ǫ•(F×)(x) = minx∈v(ei){F×(ei)|ei ∈ H ×}∀x ∈H•

• δ×(F •)(ei) = max{f•(x)|x ∈ v(ei)}∀ei ∈ H×

This idea is used to define Alternating Sequential Filters

on binary and grayscale images represented as uniform hy-

pergraphs. The same idea can be extended to be utilised for

colour images also. Further it can also be used to define ASFs

on colour images by suitable choice of a partial order on colour

images.

III. COLOUR IMAGE REPRESENTATION

We represent the RGB components of a colour image by

means of a vertex weighted hypergraph. Each pixel correspond

to the vertices of the hypergraph and the weights are assigned

according to the intensity values of the corresponding pixels.

We use the 3-uniform hypergraph presented in Figure 1

to represent the hyperedges. This is because this structure

gives the best results for binary and grayscale image filtering

b b
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Fig. 1: Hypergraph structure used to represent an image.

applications. The vertex weights are propogated along the

hyperedges to obtain the morphological operators, thereby

producing the component images [2]. The component images

are then combined to generate the resultant colour image.

IV. EXPERIMENTAL RESULTS

The definitions and results presented in the previous sections

are used to obtain the dilated and eroded colour images. This is

achieved by propagating the vertex weights of the hypergraphs

along its hyperedges to obtain the flat morphological operators

presented in [2]. Composition of these operators produce the

resultant images to generate half opened (γ1/2) half closed

(φ1/2), opened (γ1) and closed (φ1) images as shown in 2 (c)

to (f).

By property 1, half opening and half closing of the vertex

set of a hypergraph are more close to the original vertex set

than that of opening and closing. Moreover both of them are

filters and capable of removing noise from the image, where

the image is represented as a hypergraph. In this paper we

utilise this idea on colour images to illustrate the effectiveness

of these operators.

Figure 2(a) is a colour image taken from [11]. The noisy

version of this image added with salt and pepper noise is

shown in Figure 2(b). The mean square error (MSE) for this

image is 32.72%. The half opened (γ1/2) image is shown in

Figure 2(c). Almost all the salt kind of noise is removed by

this operation and causes less damage to the image. Figure

2(d) shows the half closed (φ1/2) image in which the pepper

noise is almost completely removed. Figure 2 (e) and (f)

shows the results of opening (γ1) and closing (φ1) of (b)

respectively. Here also the noise is removed but the damage

caused to the image is more compared to the previous cases.

The composition (γ1/2) ◦ (φ1/2) or half closing followed

by half opening is an alternating sequential filter (ASF) and

capable of removing impulse noise effectively from binary and

grayscale images [2]. The result of this operation on the tested

colour image in Figure 2(b) is shown in Figure 3(b). The mean

square error is reduced to 2.75% in this case. The open-close

filter (γ1)◦ (φ1) reduces the mean square error to 3.57%. This

is shown in Figure 3(a).

Experimental results shows that the resultant colour images

obtained by half opening and half closing are better than the

images obtained by opening and closing operations. This is

because half opening and half closing are better approxima-

tions to the original image and cause less damage to the image



(a) Original Image

(b) Noisy version MSE = 32.72%

(c) Half Opening

(d) Half Closing.

(e) Opening.

(f) Closing.

Fig. 2: Illustration of the operators on a colour image.

(a) γ1 ◦ φ1MSE = 3.57%

(b) γ1/2 ◦ φ1/2MSE = 2.75%

Fig. 3: Illustration of colour image filtering.

than opening and closing. Thus half opening and half closing

can be used more effectively than opening and closing for

colour image denoising. In this work we do not use any partial

ordering of colour vectors.

V. CONCLUSION AND FUTURE WORKS

The objective of this study is to identify the possibilities

of using morphological operators on hypergraphs for colour

image processing. Morphological operations like half opening

and half closing are not at all possible using traditional

morphological image processing using structuring elements.

Graph and hypergraph structures to represent digital images

allows this kind of operations. The results are required to

be tested on a large dataset of colour images inorder to

validate the consistency of the proposed method. The initial

results are promising and the future works are directed towards

a more suitable hypergraph representation of colour images

incorporating partial ordering on the colour components. The

possiblility of false colours in morphological colour image

processing is not completely removed in this method but the

effect of which is minimized. Use of partial ordering of colours

on hypergraphs is a solution for this problem.
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Abstract: All over the world India bangs the top most position in deaths caused by road crashes. Over 1 lakh people are killed or 

seriously injured in road crashes in India every year, that is more than the number of people killed in all our wars put together. 

Sixteen children die on Indian rroads daily and there is at least one death every four minutes.  Majority of the crashes are found to 

take place on rural highways. Rural highways are characterized by a low traffic volume and hence, speed of the vehicles is mainly 

controlled by the geometry. The topological conditions of India have resulted in very complex curves which include combination of 

horizontal curve and steep gradients up or down. In such environment, the drivers tend to choose the speeds that they perceive to be 

comfortable to them based on their perception of the criticality of the road geometrics ahead. Any unexpected road feature in the 

highway may surprise the drivers and may result in erroneous driving manoeuvres, which in turn, may end up in road crashes. As 

highways are meant for high speed travel, the impact of any collision that takes place will be grievous or fatal. Hence, the highways 

have to be designed such that their geometry directs the drivers to choose the operating speed which is in harmony with the 

environment. 

A large number of studies are done to evaluate the effect of geometry on operating speed of rural curves. But only a few researches 

are done to assess the effect of geometry on the stability of vehicles. Skidding and rollover crashes are increasing dramatically, the 

first being more common in small vehicles like cars and the latter being more common in heavy commercial vehicles like trucks. The 

availability of sufficient lateral friction to counteract centrifugal force experienced by a vehicle on curve is least studied, especially in 

India. The values of lateral friction adopted for design of horizontal curves were developed eighty years ago by Barnett 1936; Moyer 

and Berry 1940. Since then, vehicle fleet has changed completely and hence the demand for lateral friction may also have changed. 

But the point mass equation widely used for design of horizontal curve relies on lateral friction values developed by them. Also, the 

equation ignores the effect of vehicular characteristics or complexity of curve geometry. So, studies focusing on revision of 

geometric design criteria of horizontal curves based on vehicle stability and assessment of existing margin of safety or in other 

words, a quantitative assessment of risk involved affecting the stability of vehicles is very important. In this paper an effort has been 

made to identify the gaps in current design practices and to exhibit current status of study in the field of vehicle stability on rural 

highways. 

 

Keywords: Skidding, Friction, Vehicle Stability, Rollover. 

 

I. INTRODUCTION 

 

When a vehicle travels along a horizontal circular curve, it experiences centrifugal force outward the centre of the horizontal 

curve. This centrifugal force is inversely proportional to the radius of horizontal curve. Vehicle stability is achieved by the 

resistive forces that resist the centrifugal force. These forces include frictional interaction between the tires and pavement, and a 

component of the vehicle weight that acts parallel to the road surface. The frictional interaction between the tires and pavement 

depends on road surface side-friction factor, which in turn depends on many other factors, including road surface condition, 

weather and climatic condition, tire condition, and vehicle kinematics. The component of the vehicle weight that acts parallel to 

the road surface depends on the side slope of the highway, which is usually termed as superelevation. This approach is usually 

referred to as the point-mass (PM) model, which is adopted by North American design guides due to its simplicity. 

Based on the point-mass model, when a vehicle travels along a vertical curve, there is obviously no centrifugal force, and 

consequently no potential risk for skidding or rollover. However, for 3D(combined) alignments, where a horizontal curve is 

superimposed by a vertical alignment, the vertical alignment affects the available side friction. For 3D alignments, traditional 

design guides (AASHTO 2001; TAC 1999) calculate the minimum radius assuming a side friction on a horizontal plane using the 

point-mass model, thus ignoring the effect of vertical alignment. This approach simplifies cornering dynamics by reducing the 

vehicle into a point mass travelling on a 2D horizontal alignment. 
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Abstract. Saline water intrusion is one of the global issues, which increases the demand for 
freshwater around the coastal region. The saline content in drinking water makes so many 
health impacts on human beings. There are many new technologies available for reducing 
salinity such as desalination, membrane technologies, reverse osmosis, etc. But these are 
expensive too. There is a need for cost-effective treatment which is suitable for domestic 
purpose in coastal regions. In this paper, a new technique is introduced which reduces the 
saline content in groundwater by installing this barrier device in wells of coastal regions. A 
non-woven Geo textile along with natural zeolite is used as a filter cum adsorption unit. Tests 
results show a decrease in electrical conductivity and total dissolved solids with an 
increase in filter thickness for all selected salt concentrations irrespective of the adsorbent 
materials used viz., natural zeolite and thermally activated natural zeolite. This indicated a 
reduction in chloride ions as the only salt added to the water samples tested was 
commercial salt. Authors suggest that a thermally activated zeolite filter could be a 
possible cost-effective, efficient and easy solution for increasing saline water intrusion 
issues in coastal drinking water wells. 

1.  Introduction 
Saltwater intrusion, which is the induced flow of saline or brackish water into freshwater, is an ever-
increasing problem in coastal areas. Seawater intrusion is often regarded as the only factor causing 
saltwater contamination. But, there are seven other causes of salinity in groundwater like tidal and 
storm surges, pollution from agricultural land, etc [1].Once saltwater intrusion occurs, the changes in 
the aquifer may be permanent or may take many years to recover. 

Saline water intrusion impacts are associated primarily with losses of freshwater resources and 
contamination of water supply wells, and only a few studies consider adverse ecological impacts 
directly linked to saline water intrusion. Environmental degradation arising from this is commonly 
linked to the application of high salinity groundwater in agriculture, resulting in modified soil 
chemistry and reduced soil fertility [2]. While the direct and indirect intrusion of salinity in fresh 
groundwater affects human well-being, its serious implications on population health must be clearly 
understood. Owing to the use of saltwater, numerous diseases including skin ailments, hair fall, 
diarrhoea, gastric diseases, and high blood pressure are suffered. 

A lot of techniques have been used to manage/control salt/seawater intrusion and protect 
groundwater resources. The principle is basically to reduce the volume of saltwater intrusion and 
increase the volume of freshwater. Mahesha [3] and Rastogi et al. [4] combined the methods of 
injection of freshwater and extraction of saline water to increase the volume of freshwater and to 
reduce the volume of saltwater pose effective but the setback is the cost factor involved in the 
construction and maintenance of the wells. Several of these methods are costly and some might not be 
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Abstract. Liquefaction induced damages are plenty and cause various levels of destruction to 

civil engineering infrastructure. It is possible to prevent liquefaction-induced hazards by 

understanding the mechanism and adopting some improvement techniques or design the 

structure to resist the soil liquefaction. In the present study, the influence of cyclic preloading on 

the liquefaction resistance of sand-silt mixtures is analyzed by conducting undrained cyclic 

triaxial tests on the cylindrical samples reconstituted at medium dense conditions (Dr = 50%). 

All samples were tested at an effective confining pressure of 100 kPa by varying the cyclic stress 

ratios (CSR) in the range of 0.127 to 0.178 using a sinusoidal waveform of frequency 1 Hz. The 

results are presented in the forms of the pore pressure build-up, axial strain variation and 

liquefaction resistance curves. Test results indicate that the liquefaction resistance of silty sands 

is increased substantially with the application of preload under drained conditions.  

1.  Introduction 

Liquefaction induced damages are plenty and cause various levels of destruction to civil engineering 

infrastructure. It is possible to prevent liquefaction-induced hazards by understanding the mechanism 

and adopting some improvement techniques or design the structure to resist the soil liquefaction. The 

first possibility is to avoid the construction on liquefiable soil deposits as far as possible. However, it is 

mandatory to utilize the available land for the various infrastructure developments due to scarcity in the 

availability of land even it does not satisfy the required properties. Hence, the second option is to make 

the structure resistant to liquefaction by adopting deep foundations. Nevertheless, the deep pile 

foundations may not prevent liquefaction damages in all cases.  Piles are causing to deflect in 

liquefaction susceptibility zones. Hence, the third option is liquefaction mitigation which involves 

improving the strength, density, and drainage characteristics of the soil. The selection of the most 

appropriate ground improvement method for a particular application could depend on many factors 

including the type of soil, level, and magnitude of improvement to be attained, required depth and extent 

of the area to be covered.  This paper presents an experimental study regarding the applicability of 

preloading for the improvement of liquefaction resistance.  

2.  Literature review 

Preloading of the soils occurs naturally (for eg., erosion, the flow of groundwater, etc)  or artificially  

(purposeful preloading to improve the soil properties, demolition of structures, etc). A few researchers 

have analyzed the liquefaction resistance of preloaded soils. The details are given in Table 1.  
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a b s t r a c t

One of the major issue faced by the construction industry is the degradation of structures due to different
loads acting on the structure. So retrofitting and rehabilitation has become quite inevitable and it can
help in regaining the original strength of the structure. Use of ferrocement is an effective method and
it is used in developed countries as it is considerably cheap and materials of construction are easily avail-
able. Ferrocement is a system of construction using reinforced mortar or plaster applied over an armature
of metal mesh, woven expanded-metal or metal-fibers and closely spaced thin steel rods such as rebar.
The skill required is of low level and it has superior strength properties as compared to conventional rein-
forced concrete. The main drawback of ferrocement is corrosion. Thus to avoid corrosion stainless steel
jacketing is employed for rehabilitation within the study that opens the scope for a new jacketing
methodology.
� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Second International
Conference on Recent Advances in Materials and Manufacturing 2020.

1. Introduction

Concrete is the most popular construction material which is
made of cement, aggregate and water. Water is acting as the bond-
ing agent between the component. On adding water, the concrete
is in a plastic state and acquires strength with time. Portland
cement is the ordinarily used type of cement for production of con-
crete. Concrete is used in the construction of the major structural
elements like foundations, columns, beams, slabs and other load
bearing components. The use of traditional construction materials
such as steel and concrete showed signs of deterioration due to
prolonged action of loads which results in degradation of overall
strength of the structure which makes it futile. This degradation
is a result of poor construction techniques, flaws in designing pro-
cess or may be due to poor updating of the methods specified in
design codes. Proper maintenance is a partial solution. So is a
necessity of an effective rehabilitation technique which will
improve the life expectancy of the structure. Earlier studies
focused on steel meshes which is prone to corrosion. My study
focuses on a non corrosive technology for rehabilitation. The scope
of stainless steel as a jacketing method is not studied formerly.

In most of the developed countries, the development trade has
almost reached saturation. So there is an increasing demand to
ameliorate and strengthen the existing structure instead of demol-
ishing. The damages are mainly due to the environment degrada-
tion, design inadequacies, poor construction practices, irregular
maintenance, requirement of revision of codes in practice, increase
in the loads and seismic conditions etc. Rehabilitation is one of the
practical solution for such structural collapse and it can be done
effectively by strengthening the load bearing components or by
strengthening the vital components of the building which results
in the failure of the building. Therefore, rehabilitation and upgrad-
ing of degraded structure has become one among the foremost
vital challenges in development industry. In several cases, the
whole demolition of the existing structure is not an economical
answer as it becomes an exaggerated money burden. So upgrading
or repairing the structure is an effective practical approach. Col-
umn is the major compression load bearing component member
and the failure of which results in the failure of the whole building.
During earthquakes, columns are likely to undergo brittle failure.
So the ductility of columns has to be improved to prevent the
inelastic deformation occurred during earthquakes. Whereas
repair and rehabilitation using ferrocement enhance the strength
and ductility of the column. Proper selection of the strengthening
material is inevitable to enhance the properties of the column.

https://doi.org/10.1016/j.matpr.2020.12.490
2214-7853/� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Second International Conference on Recent Advances in Materials and Manufacturing 2020.
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Effect of Plasticity of Fines on Properties
of Uniformly Graded Fine Sand

M. Akhila, K. Rangaswamy, N. Sankar, and M. R. Sruthy

1 Introduction

Even though researchers separate soils based on particle size as sand, silt and clay,
in the field, soil always exists as a combination of all these. There are many studies
concentrating on the effect of fines on the shear characteristics of sand [1–3] and
liquefaction [4–7] but only a few studies have considered the other properties.

Yang and Wei [8] have analysed the change in critical state friction angle for
Fujian and Toyoura sands. For clean sand without fines, the critical state friction
angle tends to decreasewith increasing roundness of sand particles.When those sands
were tested with fines (round shape), the critical state friction angle of the mixture
tends to decrease with an increase in fines content. But for fines with an angular
shape, the critical state friction angle tends to increase with fines content. Phan et al.
[9] have conducted one-dimensional consolidation tests on sand–silt mixtures (with
low-plastic fines at a constant void ratio and constant relative density) and indicated
that the behaviour of the mixtures were similar to those of loose sand. The effect
of fines on void ratios was studied by Cubrinovski and Ishihara [10]. The authors
reported that the void ratio initially decreases as the fines content increases from
0–20% and above 40% fines, the maximum and minimum void ratios were seen to
increase steadily.

It is clear from the literature that the studies on the effect of plasticity of fines on
the properties of sand are limited. Hence, the present study is focused on the effect
of the amount of fines and the type of fines (or plasticity index of fines) on various
properties of sand like specific gravity, limiting void ratios, grain size characteristics,
angle of internal friction and compression index.
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SCMS School of Engineering and Technology, Ernakulam, Kerala, India
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ABSTRACT 
 

This paper pertains to the study of a prototype which modernizes the agricultural sector. It has the ability to perform basic 

operations such as irrigation activity and monitoring of plants frequently without much manual labor. In addit ion to the abov e-

mentioned functionalities, the system is trained for detecting diseases in plants. Agriculture is an area of prime importance in  the 

existence of humanity. It is a process of cultivating land and plants to provide food, fiber, medicines and other products to  

enhance the quality of life. It is considered to be the main pivoting point in  the rise of our civilizat ion. In the proposed system 

ROFAR, detection of plant disease is achieved with the help of image processing and machine learn ing methods. Prompt and 

accurate detection of plant diseases is crucial fo r the quality and yield of crops. Advanced diagnosis and intervention can lowe r 

the cost of plant diseases and trim down the use of unnecessary pesticides. Images of leaves of different plant species were 

gathered and feature ext raction was performed. As a result, the system was able to classify the plants based on its ailments 

accurately. The ROFAR gathers the images of the plants for disease detection from the field and were given as input to 

Convolution Neural Network (CNN) which then classifies the images as healthy or infected. The proposed system ROFAR 

undergoes a training phase and a testing phase. The system is trained by providing various samples of the normal and diseased 

plants. On completion of training phase, the system can identify any new images of plants as healthy, late blight, viral or bacterial.  

The system also facilitates the moisture detection in the soil. With these functionalit ies, crops with better quality and yield can be 

obtained from the field. 

 

Keywords: ROFAR, Convolution Neural Network (CNN), Training phase, Testing phase, moisture detection, late blight, 

bacterial, Feature extraction. 

1. Introduction 

One of the most promising and upcoming technologies that has the capacity to boost almost all the sectors of the economy, 

from medical to space sectors is Robotics. However, the sector that is constantly lagging is agriculture. It’s due to the fac t that 

many farmers are being used to heavy equipment, tools and conventional agricultural strategies. Although the application of 

robotics in this sector is slow, it’s persistent. 

The utilizat ion of technologies that are linked with robotics and automation, can provide important values to both farmers as 

well as the agricultural sector [1]. These automated bots are being used for conventional applications which includes plant 

classification, fruit  picking, seeding, spraying, etc. Machine-driven agricu ltural operations introduce many advances to the field 

improving the overall productivity and efficiency. Automat ion provides countless perks to farmers or landowners which  makes 

the job performed  in a uniform method, with less expense and higher accurately. The process or located at the centre of the 

Raspberry Pi framework is a Broadcom BCM2835 framework on-chip (SoC) mixed media processor. This indicates by means of 

a ways most of the framework’s segments, consisting of its illustrations and focal preparing units beside  the correspondence’s 

equipment and sound, constructed onto that solitary segment beneath the memory ch ip of 256MB situated at the centre point of 

the board. The fact that makes BCM2835 d ifferent from the processor determined for your workplace or PC is no t simply its SoC 

structure. In addition, it makes use of an Industry Standard Architecture (ISA) which is known as ARM [2]. The significance o f 

water splashing is one of the principal applicat ions performed. Water transports vital supplements within the plant. The 
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supplements are extracted from the earth and used by the plant. Inadequate water in the plant cells causes the plants to stop  

growing, so water allows the plant to stand upright. The water carries the disintegrated sugar and various necessary supp lements 

through the plant. So, without the correct equalization of water, the plant is not exclusively undernourished, however it is too 

physically weak and can't bolster its very own load. Various sorts of plants require various measures of water [3]. Wit h open air 

plants, we can't manage the plants getting an excess of water if the area gets a great deal of downpour, so we have to ensure  that 

the dirt has the correct seepage, since large amounts of water will influence plant development the same amount as  excessively 

litt le. Video  observing of the plants is additionally of most extreme significance. The programmed plant checking framework h ad 

a huge enthusiasm because of the promising applications in rising innovation. Although, this strategy is used to en hance the 

execution of existing methods or to make and structure new procedures for the growth of plants. The plant checking framework is 

mainly used for watering the plants and to transmit a couple of parameters fo r growth of plants. Plant illness recognition is the 

fundamental utilization of the pack. Plant malady, a weakness in the plant’s normal condition that hinders or regulates its v ital 

capabilit ies. All kinds of flora, wild and evolved alike can suffer from disease [4]. The percentage of p lant infe ct ions varies from 

season to season, natural conditions, contact with the pathogen and the crops and assortments developed. Some assortments of the 

plants are prone to disease outbreaks, while others progressively resistant them. Fossil proof demonstrates that plants were 

influenced by illness 250 million years back. Loss of yields from plant malad ies may likewise result in appetite and starvation, 

particularly in less-created nations where access to ailment control techniques is restricted and yearly misfo rtunes of 30 to 50 

percent are normal for real harvests. In certain years, misfortunes are a lot more prominent, creating calamitous outcomes fo r the 

individuals who rely upon the yield  for sustenance. Real ailment flare-ups among sustenance crops have prompted starvations and 

mass movements since forever [5].  
The proposed automated system captures the images of the plants and has a detecting mechanism for classifying the plant as 

diseased or healthy. A real-time video monitoring system incorporated in the proposed system facilitates the user to be aware of 

the conditions in the field. In addition to these features humidity of the soil is measured and decision on spraying water to the 

plants is taken care. 

The remainder of the paper is structured as follows: Section 2 deals with Literature Survey. Section 3 describes the Hardware 

and Software Components used to build the prototype. Section 4 illustrates the proposed model, working principle and the 

implementation. Section 5 deals with the experimental analysis and the result. Section 6 describes the conclusion. Section 7 

describes the future scope of the project. Lastly, Section 8 lists all the references used in this paper. 

Nomenclature 

ABC   Atanasoff Berry Computer  

AI   Artificial Intelligence 

ANN   Artificial Neural network 

ARM   Acorn/Advanced RISC Machine 

BCM   Body Control Module  

CNN   Convolution Neural Network 

DNN   Dynamic Neural Network 

GNU   GNU’s Not Unix 

GPIO   General Purpose Input/output 

GUI   Graphical User Interface 

IDE   Integrated Development Environment 

IDLE   Integrated Development and Learning Environment 

IoT   internet of Things 

ISA   Industry Standard Architecture 

ML   Machine Learning 

(N;P;K)   (Nitrogen; Phosphorus; Potassium) 

PC   Personal Computer 

pH   Potential of Hydrogen 

RFB   Remote Frame Buffer convention 
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SoC   System on a Chip 

VNC   Virtual Networking Computing 

 

2. Literature Survey 

2.1. Algorithm for Line Follower Robots to Follow Critical Paths with Minimum Number of Sensors 

The main challenge faced in the area of robotics is that going along a specified path [6]. Either the path could be designed by 

the user or it could sense a particular color and move along that path. When specified by the user’s intermediate counters fo r 

stopping and turning could be initially kept precis e. However, each co lor has its own threshold, and the robot senses its movement 

with respect to the color. This paper discusses line fo llower robots, their configuration and inculcates a concept for the ro bot to 

move along curves, junctions and 90-degree bends. Therefore, the line fo llower robots are autonomous, having the ability to 

follow and detect a line ensuring the base to an efficient system. The project employs Arduino Uno as the main circuit board for 

the robot and four sensors for following the path. The robot uses 4 IR sensors SLL, SL, SR and SRR arranged on a straight path for 

detecting the line as shown in the Fig. 1. The sensors SLL and SRR are used to perform 90-degree rotation on left of right 

respectively. 

 

 

  

   

   

  

  

  

  

  

 

  

  

 

 

Fig. 1- Robot sensor diagram 

If any of the sensors deviate from its original position, then the robot corrects itself by moving along right or left. If an y of the 

two sensors come on the white line, then a 90-degree turn is done according to the algorithm. Therefore, based on two main 

algorithms it can follow the path given to it. When implemented the robot also must account for obstacles in its path and proper 

halts in the junctions to do the specific jobs that it aims to do. The paper resembles such an algorithm for following the path with 

precision and proper configuration of the sensors. A prototype built by J S Tan et. al. known as Jackbot Mark1 is a cheaper, light 

weight and small robot that has an ability to move and carry load incorporating obstacle detection, line following algorithms [7].  

Mehran Pakdaman et. al. discussed various technical problems that could arise in any line fo llowing robot [8].  The challenges 

involved while navigating in a constrained environment like greenhouse and polytunnels are addressed using an autonomous row 

following robot [9,10]. 

2.2. Design and Implementation of Semi-Autonomous Anti-Pesticide Spraying and Insect Repellent Mobile Robot 
for Agricultural Applications 

The authors discuss on the application of robots in agriculture. It focuses on designing a robot called "x-bot" which is an insect 

repellent robot and a pesticide sprayer [11]. The main problem with the manual spraying of pesticides is the over spraying causing 

harm to both plants and humans. Thus, the robot is designed to overcome this problem. An additional unit of insect repelling 

mechanis m with the help of a sonar is also built and attached to the robot. The robot body is Lynx Motion Rover Kit with 3D 
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printed acrylic chassis and four dc motors are used to drive the robot . Arduino Mega Microcontroller is the control unit with 

diaphragm pump to spray pesticide and solar panel attached buzzer to repel insects. Proportional Integrative Derivative algor ithm 

is employed to control the robot and as the robot reaches each of its spots, pesticide is sprayed at a precise amount. Alongside the 

insect repellent is also done. In addition, the ultrasonic sensors are calibrated by the neural networks.   

 

2.3. Design of automatic nutrition supply system using IoT technique in modern cities 

Today, the main problem faced by Terrace Gardening is the lack of time for the planters to look after the garden on a regular 

basis [12]. The one available solution is by employing smart farming which modernizes the current conventional methods of 

farming in modern cit ies. Modernizing includes automation of almost every process in the area of farming. This paper discusses 

the automated system by applying the concept of IoT. The primary  objective of this study is to provide the plants with the 

necessary nutrients, such as potassium, phosphorus, nitrogen and calcium, which is computed from the data provided by the 

sensors. The pH value of the soil is taken by the pH sensor attached to the Raspberry Pi. The pH value is processed along with the 

Humid ity sensor. Value of the humid ity sensor is considered on the basis that when Humidity increases the chance of plants to  get 

caught by disease is high and the rate of growth of plants will be low and vice versa. Therefore, based on these values and 

calculations the nutrients are supplied to plants. The authors developed an automatic nutrient supply system which is capable  of 

passing nutrients mixed with water automat ically to the p lants as required thus reducing the human labor to a great  extent. 

Measurement of the pH of the solution provides data about the nutrient’s availability in the soil. The quantity of fert ilizer  is 

supplied according to the requirement of the crops. This system could help  in the better use of fertilizer and to enhance the quality 

of soil. The limitations to this system are, absence of weed detection and control mechanism, seed plantation and the system is 

immobile in nature. Sajjad  Yaghoubi et. al. suggested an autonomous robot that aims to reduce manpower and to improve the 

quality and productivity of farming [13]. 

2.4. Real-time Video Monitoring and Micro-Parameters measurement using Sensor Networks for Efficient 
Farming 

  One of the main challenges faced in the area o f farming is that there is no system that monitors the field  which gives the 

advantage to the farmer to monitor the farm on a real-time basis [14]. The solution to this problem is to design a Robot that can 

monitor the system on a real-t ime basis which is equipped with a camera along with a Robotic arm and sensors that helps to 

monitor the plant growth. The robotic arm is used to measure and manage agricultural parameters. The robotic design in this study 

is composed of sensor, control, camera, p lanning subsystem and a system comprising an online image and video transmitter. The 

constituent of potassium, phosphorus and nitrogen present in the soil is measured in order to depict the amount of fertilizer  

required by the soil. Th is mechanis m also aids in managing the content measurement while preparing the fertilizer. The primary 

goal of th is design is the reduction in  the number of nodes required for the conventional measurement schemes. There are mainly 

two blocks. One b lock indicates the transmitter, which  is actually, the Robot and the other block depicts the receiver. The System 

is employed to design, develop and optimize a feasible solution to agricultural control and monitoring. The proposed system 

utilizes sensors for Micro parameter measurement (K, P, N), Humid ity measurement, Soil moisture, Motion detection, 

temperature detection, Soil PH for maintaining agricultural environment. It also includes Agricultural Parameters measurement 

and Real-t ime Video Monitoring using Sensor Networks for Precision Agricu lture. After the proper measurement of K, P, N 

content from soil it will be easy to figure out the fert ilizer combinations. On implantation, it is found that System results in the 

designing, development and optimization of a feasible solution for application to agricultural control and monitoring. The 

limitat ions to this system are, absence of weed detection and control mechanism, seed plantation and the inability to supply 

nutrients and water to the plants. 
 

2.5. Design of automatic nutrition supply system using IoT technique in modern cities 

The most prominent troubles faced in farming is that much vegetation are laid low with sickness. Every 12 months illness of 
the plant, fungal and viruses’ attacks result in crop losses as much as 30% of the overall production [15]. The plant disease control 

mechanis m relies upon speedy, correct detection and identification of the diseases. The paper discusses correctly figuring out the 
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disease with the help of an artificial neural network. The different image processing performed on the input image are image 
enhancement and image segmentation. The Fig 2 shows the block diagram of plant disease detection and depicts the various 
texture feature values that are computed from the processed image. The classification of text  image is performed at last by g iv ing 
the extracted feature values as an input to the pertained artificial neural network (ANN). Finally, the predicted result (disease) is 
sent to the person.  

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 2: Block diagram of plant disease detection 
 

 
The network used is a feed forward neural network of two layers with one hidden layer, in which number o f neurons for 

hidden layer is 10. The method specified in  the system can be used to design a plant disease detector for farmers fo r the early 
detection of plant disease infection and providing a cure remotely. 

 

2.6. Design and development of Automatic weed detection and smart herbicide sprayer robot 

Traditional method of destroying the weeds in a crop plantation is achieved by spraying herbicides throughout th e plantation 
[16]. This has a bad effect on food crops and yield. This paper discusses the image processing algorithm which captures the 
images of p lantations and the herbicides sprayed only on the weeds on identifying the weeds from the image. By th is met hod, the 

wastage of herbicides can be reduced to a great extent thus making the weed control system smarter. The color images will be 
converted to binary images and the green parts of the image are extracted. Total amount of white p ixels is found out, if i t is above 
threshold then that region is weed. In th is arrangement, a container filled with herbicide is fitted with water pump motors which is 
attached to the spray nozzles. In this experiment Ragi plants (narrow) are taken as the plantation crops and any  other plants as 
weeds (broad leaves). In  the absence of plants on the region of interest, the processed image will encounter only black pixels with 
few small stray groups of white p ixels. On identifying narrow leaves, the number of white pixels could be g reater than case 1 but 
less than threshold. If there are b road leaves the count of white pixels will be greater than threshold. Herb icide will be sp rayed on 
this region since its weed. This approach is dependent on the quality of the lighting conditions re quired for capturing images 
which is one of the disadvantages faced by smart weed control robots. By incorporating targeted spraying on the weeds , wastage 

of herbicides can be reduced to a great extent [17-21].  
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3. Hardware and Software Components 

3.1. Algorithm for Line Follower Robots to Follow Critical Paths with Minimum Number of Sensors 

The Raspberry Pi, (Fig. 3) is intended to run a working framework called  GNU/Linux—from this point forward  alluded to just 

as Linux. In contrast to Windows or OS X, Linux is open source: it's convenient to download the source code for the whole 

working framework and add whatever improvements you want. Nothing is hidden, and all progressions are made in full 

perspective on people in general. This open source improvement attribute  has enabled Linux to be immediately transformed  to 

keep running on the Raspberry Pi, a process known as porting. At the time of this composition, a few adaptations of Linux kno wn 

as appropriations have been ported to the Raspberry Pi's BCM2835 chip, inclu ding Debian, Fedora Remix and Arch Linux. The 

different appropriations take into account various requirements, but still they all are open source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Raspberry Pi 

 

Since its demonstration, Python has developed in ubiquity on the account of what is viewed  as a reasonable and expressive 

grammar created with an importance on guaranteeing that code is meaningful. Python is an abnormal state language. This means 

Python code is written in generally prominent English, making the Pi with direct ions in a way that rushes to learn and simple to 

pursue. This is in checked  difference to low-level accent, similar to constructing agent, which are nearer to how the PC 

"considers" yet practically inconceivable fo r a human to pursue without involvement. The abnormal state nature and clear 

language structure of Python makes it a gainful instrument for any ind ividual who needs to figure out how to program. Another 

option is to make use of a coordinated improvement condition (IDE, fo r example, IDLE, which gives Python -explicit usefulness 

that is absent from a standard content manager, including punctuation checking, investigating offices and the capacity to run  your 

program without leaving the supervisor. The VNC watcher is seen as the primary  programming device utilized  for the venture. At 

registration, Virtual Network Computing (VNC) is a graphical workspace that shares a framework which uses the Remote Frame 

Buffer (RFB) convention to remotely  control another PC. It transmits the mouse and console occasions starting with one PC then 

onto the next, handing off the graphical screen refreshes back the other way, over a system [ 22]. It  is stage free, there are 

customers and servers for some, GUI-based running frameworks and for Java. Meanwhile, several clients can interact with a VNC 

server. Common applicat ions for this innovation include remote expert assistance and capturing work PC logs from home PC or 

vice versa. There are several versions of VNC that offer their own particular utility, For example, some efficient fo r Microsoft 

Windows or offering record exchange (not part of VNC leg itimate), etc. Many are perfect  (without their additional highlights) 

with VNC appropriate as in a watcher, as  of one type can bind to a server of another. Others depend on the VNC code, but don't 

work well with standard VNC. In the typical strategy for an activity, a watcher interacts with a port on the server (default port: 

5900). On the other hand, (depending on usage) a program can bind to the server (default port: 5800). Also, a server can interact 

with a watcher in "listen mode" on port 5500. The correct position of the listen mode is that the server site does not need t o 

configure its firewall to allow access on port 5800 (or 5900), the obligation is the watcher, which is useful if the server site does 

not have PC capability and the watcher client is progressively competent. 

The ROFAR system is shown in Fig. 4. The camera component is connected to one of the USB-A ports in the raspberry pi. For 

the dc motor connection, a L293D motor d river is used. For that import the time module and the GPIO p ins. The output pin is 

comprised of Pin 22, 18 and 16. The enable pin of L293D is connected to the pin 22 of raspberry  pi in order to enhance the 
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motor’s running time. The motor is turned off when low. Motor 1 and Motor 2 are input pins. The IR sensors are powered by +5V  

pin to enable the movement of the kit. Next, utilizing the black wire, the ground pins are connected t o the ground of IR sensor and 

motor driver module. W ith the help of the yellow wire, the output pins of the sensors both 1 and 2 are connected to the GPIO p ins 

and 3 respectively. The motors are operated using four pins (AB, A, B). These four pins are connected from GPIO 14, 4, 17 and 

18 respectively. The white and orange wire collectively are used to form the connection for a single motor. Such that, there are 

two pairs for two motors. The motor driver module L293D is used to which the two motors are conne cted and is powered using a 

power bank. We have to ensure that the ground of the Raspberry Pi is connected to that of the power bank, only then our 

connection will work. Rest of the part is done from the user’s system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: ROFAR system 

 

The raspberry pi is remotely accessed by the VNC viewer. There are mainly two python files accessed for the working one is 

named robot.py and the other named mail.py. The image of the plant is taken by the camera and is sent to the respective mail id 

set in the program. 

4. Proposed Model 

The proposed venture is completed for the most part by the raspberry pack and the p lant leaf recognition by utilizing profoun d 

learning techniques in AI. Ongoing video observing is likewise included alongside the unit. The  unit likewise showers the plant 

with water basically or by estimating the dampness of the dirt. At the point when the unit arrives near a plant it captures t he 

images of the leaves and is sent back to a separate framework for malady recognition. The frame work marks the plants with 

classes healthy(h), late-blight(l), v iral(v) o r bacterial(b). The robot then pursues a dark line utilizing the line following idea with 

the goal that it catches and plays out the splashing capacity up and down the way of the robo t. 

4.1. Line following Concept 

The game plan of the plants is structured dependent on the way of the robot. The robot moves along the dark line taking the 
picture of the plants and in the meantime watering the plants. The robot distinguishes a line as a basic line and pursue basic line 
following calculation if both of its external sensors are on dark surface. Over a white surface and the other way around and goes 
through it. It takes a shot at the reflection property of light. At the point when infrared light fa lls on a white surface, it gets 
reflected completely. Then again, when it falls on the dark or dim surface, it gets assimilated all things considered. The me asure 
of reflected light will be extremely less. 
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4.2. Water Spraying 

Soil Moisture Sensor measures the moisture level of soil and g ives the dirt  condition either wet or dry. On the o ff chance that 
the soil content is decreased beneath the predefined esteem it will send the flag  water will begin to siphon. Generally, plan t spots 
in order to water the plants by utilizing separation esteems from Ultrasonic Sensor. The water content in soil will be detected by 

the soil dampness sensors. A dirt moisture test is made up of several soil moisture sensors. A regular kind of soil moisture sensor 
in commercial use is a Frequency space sensor, for example, a  capacitance sensor. An alternative sensor, the neutron moisture 
check, uses the intermediary properties of water for neutrons. Soil moisture content might be changed by means of its impact on 
the dielectric constant by estimating the capacitance between two cathodes embedded in the dirt. Where soil moisture prevails as 
free water (e.g., in sandy soils), the dielectric constant rightly corresponds to the moisture content. The test is ordinarily given a 
recurrence excitation to  allow estimation of the dielectric constant. The readout from the test isn't straight with water content and 
is impacted by soil type and soil temperature. Consequently, cautious alignment is required, and long -haul security of the 
adjustment is faulty. 

4.3. Disease detection of plants 

The robot can recognize the plant leaf sicknesses by employing AI systems. One of the main tasks was to correctly identify th e 

illness affected leaf and can discover the sort of malady by utilizing profound learning stra tegy in ML (Fig. 5). 

The main modules included are: 
 

● Data set: data set of plant leaves are collected which contains labelled images. 

● Data resizing: images are resized which is to be given as input to the neural network. 
● Training: the resized data set is used to train the neural network. The training data consist of 4000 plants which are 

classified as h, l, v, b. 

● Testing: the testing data set contains both healthy and unhealthy leaf images. After testing images are classified as 

healthy or unhealthy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Processing plant leaf 

 

The testing generates a result either as healthy or diseased by comparing the input image with the known image data set and 

returns the result with a percentage of accuracy. The input data will be images of data that is the plants. There are two  categories 

in leaf images which are healthy or unhealthy and there are four class labels: healthy(h), late -blight(l), v iral(v), bacterial(b) [23]. 
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Also, there are 4000 training images each with resolution 256x256. The input training data as well as testing data will be 

converted into a numpy array  with input filename and its label. The label will be in the one hot encoded format. Cv2, numpy, os, 

tqdm libraries are imported for data resizing. The image is resized into the resolution 50*50 by using the packages in imported 

lib raries. The training process involves creating a DNN and then passing the train data for training the network [ 24]. Here the 

tensor flow framework is used to create a neural network. The input data shape is in the form of (50,50,3), then the first layer 

which is the input layer to the neural network will have the same shape. There are a total of 6 hidden layers mentioned with the 

input size as well as the activation function that’s being used. The last layer is where the fitting or converging takes place and we 

finally get output in that layer. It is fully connected. Here we are using two activation functions [25] ‘relu’ and ‘softmax’, ‘relu’ 

means Rectified Linear Unit [26]. This is main ly used in hidden layers in neural networks. ‘softmax’ is used to calculate the 

probability of the class labels in the output layer [27]. Dropout function is used in the fully connected layer to avoid the 

overfitting of the input data. Train ing and testing done by using ‘model.fit’ function. In supervised training, both the inputs and 

the actual outputs need to be provided. The neural network process the input and produces output. The output which is generat ed 

is compared with the desired output. If any errors in the output, it will back propagate. Feature extraction in a neural network is 

explained by the concept of convolution. Convolution is considered as the main build ing block of a CNN [28]. By Convolution 

we mean the mathematical mixture of two functions to produce a third function. With respect to Convolution Neural Network 

(CNN), the convolution is executed by the mechanism of sliding the filter or kernel over the input data. Matrix multiplicatio n is 

accomplished at each location and the sum of the results are added on to the feature map. The reg ion of our filter is also called the 

receptive field which is named after the neuron cells. The size of this filter is 3x3 [29]. 

 
In the testing stage, we will have a plant leaf image without label, meaning we won’t know wh ich class (h,l,v,b) the image will 

fall into. The already trained saved model will be loaded and then the test image will be then passed as input to the already  trained 
model. The model based on what features it has learned will output the class which it b elongs to with the help of ‘model. Pred ict’ 
function. By  adding a new type of plant to  the image data set, we can detect almost all types of diseases. we do not need ext ernal 
hardware devices The system will generate output with approximately 90% accuracy and the system can be fine-tuned any time 
for any new types of diseases, simply by adding the new disease leaf images. 

 

4.4. Working Principle 

The module is main ly divided into two. The first is a kit that performs function such as image capturing, water spraying and 
real time video monitoring. The second module is the diseases detection part that classifies plants based on diseases using a n 
Artificial Neural Network. The kit moves along the black line by the black line fo llowing the algorithm and stops at  each position 
when an obstacle is encountered which it recognizes as a plant. Fig 6 demonstrates the same. 
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 Fig. 6: Block diagram of robotic kit 
 

 
The camera attached to the module captures the images and at the same time humid ity of the soil is detected. On encountering 

the humidity value below the threshold value, water is sprayed to the plant. A real time video streaming is also provided to the 
user. The captured image is sent to the user’s system through mail and the image is given as an input to the plant disease dete ction 
algorithm using the Convolutional Neural Network of the system which classifies the image as healthy, late blight, viral and 
bacterial. The heart of the system is Raspberry Pi and the corresponding function and application is done with the help of a VNC 
viewer. The L293D motor driver helps to convert the signals from the raspberry pi to the dc motors.  
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Fig 7: System Flowchart 
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5. Experimental Analysis 

The black line following algorithm is employed in guiding the robot in the correct path. It’s working is similar to that of Line 

following robots as depicted in Fig.8. The Line Following robot is one that identifies a black path [30]. The two IR sensors are 

kept in  between the black line. If it detects a white line it  stops. If it encounters an object it recognizes it as a plant a nd the image 

of the leaf is sent. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Black line following adaptation 

 

The water spraying is done uniformly for each plant as it encounters a plant. Water spraying also depends on the moisture of 

the soil. If there is moisture content it does not spray water. Along with this the video streaming is also done along the pa th till the 

end. Based on the leaf image captured by the system a table for the image and the corresponding result incurred for the leaf the 

table is depicted as shown below Table 1. 

Table 1 - Captured leaf image Analysis. 

 

Capture

d leaf  

image 

Leaf 

name 

Expecte

d result 

Experimenta

l Result 

 

Tomato 

leaf 

Late 

blight 

late blight 

(correct) 

 

Tomato 

leaf 

Healthy Healthy 

(correct) 
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The raspberry pi console and video streaming as shown in Fig 9 and 10 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9. Raspberry Pi Console                Fig 10. Video Streaming 

 

For a live plant the training was completed in 96.65 seconds and the test result was that it was bacterial. 

6. Conclusion 

Agriculture is one of our most important sectors for provid ing food, feed and fuel necessary for our existence. Autonomous 

kits are play ing an important role in this field. In the present scenario, a wide range of such kits are available to perform different 

applications on various levels of agricultural p rocess. The proposed system ROFAR concentrates main ly on disease detection an d 

 

Mango 

leaf 

Healthy Healthy 

(correct) 

 

Money 

plant 

Late 

blight 

Bacterial 

(wrong) 

 

Tomato 

leaf 

 

 

Viral Viral 

(correct) 

 

Tomato 

leaf 

Bacterial Bacterial 

(correct) 
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it accurately distinguishes plants based on diseases. By inculcating new species of plants to image data set, we can detect almost 

all types of diseases. The system will generate an output with approximately 90% accuracy. The system can be fine -tuned any 

time for any new type of d iseases, simply by adding the new disease leaf images. Most detection systems can detect fungal 

diseases only, but our system detects almost all. With this system there is no need for farmers to be present at that time an d he/she 

could perfectly detect the diseases if it is present in the plants  

7. Future Scope 

We have to keep in mind that a learning curve will be present as the technologies improve in their operation capacity and 

sensitivity. The industrial trends appear to be moving towards large-scale efforts, so kits like this should be continuously 

developed. The kit designed by us, if further developed, could also do the necessary function for treatment of the detected 

diseases among plants. Thus, the fully autonomous kit could be developed. By making  use of a gripper circuit the kit can dip the 

moisture sensor into each plant at each position to measure the moisture content. 
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Routing protocol for low-power and lossy networks (RPL) is an widely-used IPv6 routing protocol for

lossy wireless networks with the power constrained devices in Internet of Things (IoT). It is a proactive

protocol that constructs a destination oriented directed acyclic graph (DODAG) rooted at the single

destination called the root node that resides at unmanned aerial vehicle (UAV). Speci�cally, a DODAG

is built with the help of di�erent control messages like DODAG information object (DIO), DODAG

advertisement object (DAO), and DODAG information solicitation (DIS). As the generation of these

messages incur additional energy consumption, RPL uses the Trickle algorithm to dynamically adjust

the transmission windows. In this paper, we analyze the e�ect of the two parameters, namely, DIO-
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INTERVAL-MINIMUM and DIO-INTERVAL-DOUBLING that have signi�cant e�ect on the Trickle

algorithm and the rate of message generation. Through experiments, we show that an optimal

selection of these parameters saves a signi�cant amount of energy with di�erent parameter settings

in UAV-assisted IoT networks.
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Abstract:
Due to the availability of numerous image manipulation tools, fraud images can be generated very easily and
effectively. These fraud images are quite difficult to recognize. A section of the image is copied and pasted at some
other location on the same image in copy-move forgery to drop meaningful objects or to bring additional information
which is not present actually in the image. Whereas, the image recoloring techniques normally change the images via a
variety of mechanisms like contrast enhancement and colorization. In the proposed method, copy move forgery
detection is based on similarities in the images and finding the forged part by using threshold and contouring
techniques. Recolored image detection uses a convolution neural network with three layers which outputs the
probability of recoloring. As the techniques for image forging are developing faster, the necessity of highly efficient and
accurate image forgery detection also increases. Here, this proposed system focuses on both recoloring and copy-
move forgery detection.

Published in: 2020 Fifth International Conference on Research in Computational Intelligence and Communication
Networks (ICRCICN)

Date of Conference: 26-27 November 2020 INSPEC Accession Number: 20301110



ADVANCED SEARCH

All 

 Browse  My Settings  Help 
Access provided by:
Scms School Of
Engineering And
Technology

Sign Out

Access provided by:
Scms School Of
Engineering And
Technology

Sign Out



Personal
Sign In

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.

http://www.ieee.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
http://standards.ieee.org/
http://spectrum.ieee.org/
http://www.ieee.org/sitemap.html
https://ieeexplore.ieee.org/browse/conferences/title/
https://ieeexplore.ieee.org/xpl/conhome/9296128/proceeding
https://ieeexplore.ieee.org/Xplorehelp/ieee-xplore-training/working-with-documents#interactive-html
javascript:void()
https://ieeexplore.ieee.org/author/37088591145
https://ieeexplore.ieee.org/author/37087058991
https://ieeexplore.ieee.org/author/37088592452
javascript:void()
https://www.ieee.org/cart/public/myCart/page.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/9296173
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/9296173
https://ieeexplore.ieee.org/xpl/dwnldReferences?arnumber=9296173
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/alerts/citation
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/9296173
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/9296173/authors
https://ieeexplore.ieee.org/document/9296173/figures
https://ieeexplore.ieee.org/document/9296173/references
https://ieeexplore.ieee.org/document/9296173/citations
https://ieeexplore.ieee.org/document/9296173/keywords
https://ieeexplore.ieee.org/document/9296173/metrics
https://ieeexplore.ieee.org/document/9296173/similar
https://ieeexplore.ieee.org/xpl/conhome/9296128/proceeding
https://ieeexplore.ieee.org/search/advanced
https://ieeexplore.ieee.org/Xplore/home.jsp
https://ieeexplore.ieee.org/servlet/Login?logout=/document/9296173
https://ieeexplore.ieee.org/servlet/Login?logout=/Xplore/guesthome.jsp
javascript:void()
https://www.ieee.org/about/help/security_privacy.html
MILBY
Highlight

MILBY
Highlight



7/27/23, 1:28 PM Detection of Recoloring and Copy-Move Forgery in Digital Images | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9296173 2/4

Date Added to IEEE Xplore: 21 December 2020

 ISBN Information:

DOI: 10.1109/ICRCICN50933.2020.9296173

Publisher: IEEE

Conference Location: Bangalore, India

Authors 

Figures 

References 

Citations 

Keywords 

Metrics 

I. Introduction
Numerous digital images are generated by different devices nowadays. These images are spread
by various newspapers, television channels, and different media. Various legal and scientific
businesses use digital images as confirmation of certain situations and are used to make crucial
decisions. Forgery in images can be defined as the manipulation of images to hide some useful
information about the image. Different types of software tools, like Photoshop, are applied to make
forged images, and these forged images look like the real images by human vision. Unluckily, there
are a lot of inexpensive and high-resolution digital cameras and advanced photo editing software
available nowadays, hence it is very easy to produce fraud images and the discovery of these
manipulated images is much challenging through human eyesight since they may not be leaving
any visual clues that indicate the image forgery. These facts challenge the authenticity of digital
images/photographs. Therefore, image forensic techniques for forged images discovery are crucial.
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I. Introduction
Mathematical morphology is the first consistent non-linear image analysis theory. Originally it was
defined on a set theoretic framework and used for processing binary images and extended to
grayscale images. Despite its continuous origin, it was soon recognised that the roots of the theory
were in algebraic theory, notably the framework of complete lattices. This allows the theory to be
completely adaptable to non-continuous spaces, such as graphs [4] , hypergraphs [3] and simplicial
complexes [5] . Extending Mathematical Morphology to colour images is an active area of research
in image processing [8 , 18 , 9] . There is no natural extension of the morphological operators to
colour images. This is because colour images does not admit a partial ordering [11] . Image
denoising is one of the most important operations in image processing. Salt and pepper noise is
very common in image processing applications and noise reduction is a very active area of
research in this field [12] . Morphological filtering is one of the most reliable techniques for salt and
pepper noise reduction [2 , 4 , 5] . Our objective is to utilise the morphological operators defined on
hypergraphs to remove this noise from colour iamges [2 , 16] .

Sign in to Continue Reading

More
Like
This

Manifold-based mathematical morphology for graph signal editing of colored images and meshes

2016 IEEE International Conference on Systems, Man, and Cybernetics (SMC)

Published: 2016

Assessment of Chlorophyll Content Based on Image Color Analysis, Comparison with SPAD-502

2010 2nd International Conference on Information Engineering and Computer Science

Published: 2010

Show
More

 Contents

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.

javascript:void()
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsu6R9H8zifKUsmtdY9wS0lwK5_X4O1MEsRFI4AXzJiKK9F1Cb4ITIXSs_WxdZMJvzh69054deArp1CIAMtto9ZYcQzxGVx8U-Hch7Hia5zIXsKM5Y6L1t7wpcDF6XCRgcoxtdUPhR-M-mepc78434h5SGvMSOYDgZZNZ8fRlGaokJKcRrP_FgoSAxadonpHZUivEhHWLOFDQUe-vRToRE4U8_YGVCP2ic3VlTgDLc1Zw1V850jdC3nd0cRO0w_3rEXTFG4iPyXFKHCYWFZkF9BIeR3duRmO5r4eXaqzXfYhTCU_pILO9xshdDEYmBL8SRYdklNSPFrpPvk1BUPr9Ck&sai=AMfl-YSI_zB0OY2QPmfttMlllPjSsGl1xoRCkf0hqhhmbtBsybCvQrBhgD8H0QmeATLFDo7gB2yKY8aMOG1pObsEwrvijGX6UTNaqRidjZ0AapQbwN7cuFDRFgajIqQhDQ&sig=Cg0ArKJSzHAKe8-wHgiU&fbs_aeid=[gw_fbsaeid]&adurl=https://forms1.ieee.org/PAO-eBook-Collections.html%3FLT%3DXPLLG_XPL_2023_LM_eBooks_Acad_Cust_300x250
https://ieeexplore.ieee.org/document/7844228/
https://ieeexplore.ieee.org/document/5678413/
javascript:void()
https://www.ieee.org/about/help/security_privacy.html


7/27/23, 1:34 PM Morphological Operators on Hypergraphs for Colour Image Processing | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/abstract/document/9213191 3/4

IEEE Personal Account

CHANGE
USERNAME/PASSWORD

Purchase Details

PAYMENT OPTIONS

VIEW PURCHASED
DOCUMENTS

Profile Information

COMMUNICATIONS
PREFERENCES

PROFESSION AND
EDUCATION

TECHNICAL INTERESTS

Need Help?

US & CANADA: +1 800
678 4333

WORLDWIDE: +1 732
981 0060

CONTACT & SUPPORT

Follow

    

About IEEE Xplore | Contact Us | Help | Accessibility | Terms of Use | Nondiscrimination Policy | IEEE Ethics Reporting | Sitemap |
IEEE Privacy Policy
A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of
humanity.

© Copyright 2023 IEEE - All rights reserved.

IEEE Account

» Change Username/Password

» Update Address

Purchase Details

» Payment Options

» Order History

» View Purchased Documents

Profile Information

» Communications Preferences

» Profession and Education

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.

https://www.ieee.org/profile/changeusrpwd/showChangeUsrPwdPage.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/payment/showPaymentHome.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://ieeexplore.ieee.org/articleSale/purchaseHistory.jsp
https://www.ieee.org/ieee-privacyportal/app/ibp?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/profedu/getProfEduInformation.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/tips/getTipsInfo.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
tel:+1-800-678-4333
tel:+1-732-981-0060
https://ieeexplore.ieee.org/xpl/contact
https://www.facebook.com/IEEEXploreDigitalLibrary/
https://www.linkedin.com/showcase/ieee-xplore
https://twitter.com/IEEEXplore?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Eauthor
https://www.youtube.com/ieeexplore
https://www.instagram.com/ieeexplore_org
https://ieeexplore.ieee.org/Xplorehelp/about-ieee-xplore.html
https://ieeexplore.ieee.org/xpl/contact
https://ieeexplore.ieee.org/Xplorehelp/Help_start.html
https://ieeexplore.ieee.org/Xplorehelp/accessibility-statement.html
https://ieeexplore.ieee.org/Xplorehelp/Help_Terms_of_Use.html
http://www.ieee.org/web/aboutus/whatis/policies/p9-26.html
http://www.ieee-ethics-reporting.org/
https://ieeexplore.ieee.org/Xplorehelp/overview-of-ieee-xplore/ieee-xplore-sitemap
http://www.ieee.org/about/help/security_privacy.html
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjstmu_Fd1NWNxB9ez3RSjJftuG9t72H8GYELZTS-n5_NTnFC8Mn3tR5ofxW-HPlCDT77y19SIPXqYEPVH3R2ArBuJlZ_d-Gar3CVWS8kCDY4mSakENP3T3RslCsCtFBJWGhOVZxLvxvprwdSBvCyGOHqy4Bia5_mw-njpR4o1cUuerZ7x9OFO_NVn9Nzk7Pbl-71u8dSaMElPpASWHkwsOSiqlJCiIfcX4mYSACAHpJG2GM21ihRm-DflzXNrO85gGeTiKWPfGpBRpnJR2SqP--Muv_Gh8BQPM94ofDvc8mtbs2_2GHU1_4pJ5u3m4uKLCPgjW6elQgK5vLAjdtiZ5WzyiM&sai=AMfl-YS0MFjEhDDyR3dnLl0oBPPvQja1D3wNfNse1tj-JdIq97hOy3FBLxu8woxVMnZSFp-UVZ-GC_8OzusTBqVnjXyFu0C3A-qwXYgxi4OZmIUljQV5QPZJ8ILw-ZeveQ&sig=Cg0ArKJSzJr78798mLvh&fbs_aeid=[gw_fbsaeid]&adurl=https://ieeexplore.ieee.org/xpl/RecentIssue.jsp%3Fpunumber%3D8782707
https://www.ieee.org/profile/changeusrpwd/showChangeUsrPwdPage.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/address/getAddrInfoPage.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/payment/showPaymentHome.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/vieworder/showOrderHistory.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://ieeexplore.ieee.org/articleSale/purchaseHistory.jsp
https://www.ieee.org/ieee-privacyportal/app/ibp?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/profedu/getProfEduInformation.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/about/help/security_privacy.html


7/27/23, 1:34 PM Morphological Operators on Hypergraphs for Colour Image Processing | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/abstract/document/9213191 4/4

» Technical Interests
Need Help?

» US & Canada: +1 800 678 4333

» Worldwide: +1 732 981 0060

» Contact & Support

       

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of humanity.
© Copyright 2023 IEEE - All rights reserved. Use of this web site signifies your agreement to the terms and conditions.

About IEEE Xplore Contact Us| Help| Accessibility| Terms of Use| Nondiscrimination Policy| Sitemap| Privacy & Opting Out of Cookies|

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.

https://www.ieee.org/profile/tips/getTipsInfo.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://ieeexplore.ieee.org/xpl/contact
https://ieeexplore.ieee.org/Xplorehelp/about-ieee-xplore.html
https://ieeexplore.ieee.org/xpl/contact
https://ieeexplore.ieee.org/Xplorehelp/Help_start.html
https://ieeexplore.ieee.org/Xplorehelp/accessibility-statement.html
https://ieeexplore.ieee.org/Xplorehelp/Help_Terms_of_Use.html
http://www.ieee.org/web/aboutus/whatis/policies/p9-26.html
https://ieeexplore.ieee.org/xpl/sitemap.jsp
http://www.ieee.org/about/help/security_privacy.html
https://www.ieee.org/about/help/security_privacy.html


7/27/23, 11:55 AM Copy-Move Forgery Detection and Performance Analysis of Feature Detectors | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9182066/figures#figures 1/4

IEEE.org IEEE Xplore IEEE SA IEEE Spectrum More Sites

Conferences  > 2020 International Conference... 

Copy-Move Forgery Detection and Performance Analysis of Feature Detectors
Publisher: IEEE Cite This  PDF

Litty Koshy ; S. PraylaShyry All Authors 

1
Paper
Citation

99
Full
Text Views

Cart 


Create
Account

   

Alerts
Manage Content Alerts 

Add to Citation Alerts 



Abstract

Document Sections

I. Introduction

II. Proposed System

III. Segmentation

IV. Keypoint Extraction

V. Block Feature Matching

Show Full Outline 

Authors

Figures

References

Citations

Keywords

Metrics

More Like This


Downl

PDF

Abstract:Now a days, the digital image integrity are remarkably important for the exchange of data which are generally
utilized for different applications like fraud detection, th... View more

Metadata
Abstract:
Now a days, the digital image integrity are remarkably important for the exchange of data which are generally utilized
for different applications like fraud detection, therapeutic imaging, reporting, and advanced crime investigation. Digital
images can easily be forged with the advancement of image manipulation tools and information technology. The
commonly used image forgery technique in digital forensic filed is Copy-move forgery. The two fundamental
classifications for identifying copy-move forged images are keypoint-based and block- based method. Block-based
strategies have the burden of high computational expense because of the enormous number of image blocks and it
fails to deal with different geometric transformations. On the contrary, keypoint-based methodologies can overwhelmed
these two draw-backs however are discovered hard to manage smooth locales. As a result, these two methodologies
are combined and proposed a effective copy-move forgery detection. Also, we accomplish a comparative study
between different keypoint detectors and feature matching algorithms used to determine computational complexity of
each.
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I. Introduction
W ITH the development of computer technology duplication related to images have increased
exponentially. In past few decades more and more researches have been undergoing to detect and
rectify tampered images. Copy-move forgery is one of the most popular image forgery techniques in
which a region of an image is copied and pasted into another region of the same image. Since the
copied region is from same image thus it may have same color characternoise component etc.
There have been various techniques which are prevalent for matched keypoints –3] but are
ineffective for forgery detection very well. To achieve both the requirements with moderately high
accuracy we implement a segmentation method and feature point matching.
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